Journal of
Heat Transfer

Published Monthly by ASME

VOLUME 130 » NUMBER 1 « JANUARY 2008(pp.011301-015501)

RESEARCH PAPERS

Conduction

011301 Heat Conduction Through Heat Exchanger Tubes of Noncircular
Cross Section
Manoj Ku. Moharana and Prasanta Ku. Das

Electronic Cooling

011401 Genetic Algorithm Based Optimization of PCM Based Heat Sinks and
Effect of Heat Sink Parameters on Operational Time
Atul Nagose, Ankit Somani, Aviral Shrot, and Arunn Narasimhan

Evaporation, Boiling, and Condensation

011501 Subcooled Boiling Flow Heat Transfer From Plain and Enhanced
Surfaces in Automotive Applications
Franz Ramstorfer, Helfried Steiner, Giinter Brenn,
Claudius Kormann, and Franz Rammer

Heat Exchangers

011801 Dynamic Behavior of Three-Fluid Crossflow Heat Exchangers
Manish Mishra, P. K. Das, and Sunil Sarangi

Jets, Wakes, and Impingment Cooling

012201 Film Cooling and Heat Transfer on Two Cutback Trailing Edge Models
With Internal Perforated Blockages
Jung-ho Choi, Shantanu Mhetras, Je-Chin Han, Sai C. Lau, and
Ron Rudolph

012202 Heat Transfer in the Flow of a Cold, Axisymmetric Vertical Liquid Jet
Against a Hot, Horizontal Plate
Jian-Jun Shu and Graham Wilks

Natural and Mixed Convection

012501 Heatline Visualization of Natural Convection in a Porous Cavity
Occupied by a Fluid With Temperature-Dependent Viscosity
K. Hooman and H. Gurgenci

Porous Media

012601 Moving Boundary-Moving Mesh Analysis of Freezing Process in
Water-Saturated Porous Media Using a Combined Transfinite
Interpolation and PDE Mapping Methods

P. Rattanadecho and S. Wongwises

012602 Numerical Investigation of Thermofluid Flow Characteristics With
Phase Change Against High Heat Flux in Porous Media
Kazuhisa Yuki, Jun Abei, Hidetoshi Hashizume, and Saburo Toda

Two-Phase Flow and Heat Transfer

012901 The Critical Heat Flux Condition With Water in a Uniformly Heated
Microtube
A. P. Roday, T. Borca-Tasciuc, and M. K. Jensen

TECHNICAL BRIEFS

014501 Numerical Analysis of Wooden Porous Media Effects on Heat Transfer
From a Staggered Tube Bundle
Mohammad Layeghi

(Contents continued on inside back cover)

This journal is printed on acid-free paper, which exceeds the ANSI Z39.48-
1992 specification for permanence of paper and library materials. @™
@ 85% recycled content, including 10% post-consumer fibers.



http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001011301000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001011301000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001011301000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001011401000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001011401000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001011401000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001011501000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001011501000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001011501000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001011501000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001011801000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001011801000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012201000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012201000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012201000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012201000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012202000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012202000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012202000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012501000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012501000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012501000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012601000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012601000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012601000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012601000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012602000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012602000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012602000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012901000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012901000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001012901000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014501000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014501000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014501000001&idtype=cvips

(Contents continued)

Journal of Heat Transfer Volume 130, Number 1 JANUARY 2008

014502 Impact of Interface Resistance on Pulsed Thermoelectric Cooling
Y. Sungtaek Ju

014503 A Light Transmission Based Liquid Crystal Thermography System
Timothy B. Roth and Ann M. Anderson

014504 Discussion of Boundary Conditions of Transpiration Cooling Problems Using Analytical Solution
of LTNE Model
Jianhua Wang and Junxiang Shi

014505 Heat Transfer From a Rotating Disk to Fluids for a Wide Range of Prandtl Numbers Using the
Asymptotic Model
M. M. Awad

DISCUSSIONS

015501 Discussion “Pressure Drop During Refrigerant Condensation Inside Horizontal Smooth, Helical Microfin,
and Herringbone Microfin Tubes” (Olivier, J. A., Liebenberg, L., Kedzierski, M. A., and Meyer, J. P., 2004,
J. Heat Transfer, 126(5), pp. 687-696)
M. M. Awad

The ASME Journal of Heat Transfer is abstracted and indexed in the
following:

Applied Science and Technology Index, Chemical Abstracts, Chemical Engineering and
Biotechnology Abstracts (Electronic equivalent of Process and Chemical Engineering),
Civil Engineering Abstracts, Compendex (The electronic equivalent of Engineering
Index), Corrosion Abstracts, Current Contents, E & P Health, Safety, and Environment,
Ei EncompassLit, Engineered Materials Abstracts, Engineering Index, Enviroline (The
electronic equivalent of Environment Abstracts), Environment Abstracts, Environmental
Engineering Abstracts, Environmental Science and Pollution Management, Fluidex,
Fuel and Energy Abstracts, Index to Scientific Reviews, INSPEC, International Building
Services Abstracts, Mechanical & Transportation Engineering Abstracts, Mechanical
Engineering Abstracts, METADEX (The electronic equivalent of Metals Abstracts and
Alloys Index), Petroleum Abstracts, Process and Chemical Engineering, Referativnyi
Zhurnal, Science Citation Index, SciSearch (The electronic equivalent of Science
Citation Index), Theoretical Chemical Engineering



http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014502000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014502000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014503000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014503000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014504000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014504000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014504000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014505000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014505000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001014505000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001015501000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001015501000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001015501000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000130000001015501000001&idtype=cvips

Heat Conduction Through Heat

Manoj Ku. Moharana
Research Scholar

Department of Mechanical Engineering,
Indian Institute of Technology Kanpur,
Kanpur, Uttar Pradesh 208016,

India

e-mail: manoj.moharana@rediffmail.com

Prasanta Ku. Das
Professor

Department of Mechanical Engineering,
Indian Institute of Technology Kharagpur,
Kharagpur, West Bengal 721302,

India

e-mail: pkd@mech.iitkgp.ermnet.in

Exchanger Tubes of Noncircular
Cross Section

Conduction through shaped tubes with circular inner surface and hydrodynamically
shaped outer surface has been analyzed by two different techniques. A two-dimensional
analysis has been made by a semianalytical technique using boundary collocation at the
outer periphery. A one-dimensional approximate technique called sector method shows a
closed agreement with the two-dimensional analysis. The present work gives an improve-
ment on the analysis of Li et al. (2004, “Heat Transfer Enhancement Using Shaped
Polymer Tubes: Fin Analysis,” ASME J. Heat Transfer, 126, pp. 211-218) who solved the
same problem using a one-dimensional approximation following the methodology of fin
analysis. Both the present methods relax some of the approximations taken by Li et al.
Further, the suggested one-dimensional sector method is simple and requires limited
computational effort. [DOI: 10.1115/1.2780176]

Keywords: heat conduction, shaped tubes, noncircular, boundary collocation method,
sector method, efficiency, fin

1 Introduction

Circular tubes are most commonly used in the design of various
heat exchangers. However, conduits with a noncircular outer pro-
file have specific advantages over the circular tubes. In cross flow,
the aerodynamically shaped tubes can reduce the pressure drop of
the external fluid to a great extent in the subcritical range. In
general, the tubes are given an elongated shape with their major
axis oriented toward the direction of flow. Such a design also
increases the area of the outer surface, thus improving the overall
heat transfer. This has promoted heat transfer and hydrodynamic
studies on noncircular tubes and tube banks. Mainly two types of
noncircular shapes, elliptic and lenticular, have been considered.
Studies of heat transfer from and fluid flow over oval or elliptic
tubes have been taken up by a number of researchers [1-4]. Per-
formance of heat exchangers with oval tube banks [5-9] has also
been studied elaborately. These investigations have established the
potential of using elliptic tubes in the design of various heat ex-
changers. Efforts [10] have also been made to use lenticular tubes
in the construction of heat exchangers. The superiority of the len-
ticular shape in drag reduction has been established [11,12] by
theoretical analysis. With the development of polymeric materials,
construction of heat exchangers with small tubes of innovative
shape has become a reality [13]. It is envisaged that such heat
exchangers will have superior performance compared to conven-
tional heat exchangers with circular metallic tubes.

Reduction of fouling on the external surface of tubes is another
reason for selecting noncircular geometry. Bouris et al. [14] pos-
tulated and established by numerical modeling that elliptic tubes
will have a reduced rate of fouling due to its lower frontal area
and small wake region.

Besides, during filmwise condensation, effective drainage of the
condensate film from the external surface of the tube increases the
rate of heat transfer. Dutta et al. [15] proposed different noncircu-
lar geometries of heat exchanger tubes where the force of gravity
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can be exploited to reduce the thickness of condensate film. The
authors have also analyzed the augmentation in heat transfer due
to the use of such tubes.

In spite of a number of advantages of noncircular tubes for heat
exchanger applications, not much effort has been made to analyze
conduction through such geometry. Two-dimensional shells,
where the inner and outer boundaries are described by regular
curves and are maintained at different isotherms, are often en-
countered in various engineering applications. Determining the
conductive resistance of such shells is a challenging task. Fre-
quently, the concept of conduction shape factor [16,17] is used for
this purpose. Different analytical [18] and semianalytical tech-
niques [19] were adopted in the past for determining shape fac-
tors. However, the conduction through shaped tubes used in heat
exchangers is not subjected to identical boundary conditions. The
inner boundary can be assumed to be at isothermal condition as
liquid is most likely to flow through the tubes. Due to high ther-
mal resistance in gas flow, a specified heat transfer coefficient and
a given ambient temperature could be most appropriate conditions
for the outer boundary. However, no rigorous analysis has been
reported for the tubes with nonuniform thickness to the best of the
knowledge of the authors.

Recently, Li et al. [13] proposed different designs of shaped
polymeric tubes. These tubes have two unique features. The inner
flow passage is kept circular for the pressure capability, while the
outer surface is given an aerodynamic shape to reduce form drag.
The authors have proposed three different shapes, namely, tear-
drop, lenticular, and oval, as shown in Fig. 1. They further pre-
sented a method of characterizing the thermal performance of
these tubes of nonlinear cross section in a way similar to that
adopted for fins. In Fig. 1, a base circular tube is also shown. The
outer surface of the base tube is considered to be isothermal, and
the additional materials of the other three tubes are considered as
fins added to a circular base. Assuming fins of variable cross
section, as shown in Fig. 2, Li et al. [13] formulated the following
one-dimensional conduction equation:

d[rse(rs)kt%r}%)] = hO(rs)[T(rs) - Tw:lds(rs) (1)

s

In the above equation, # and ds are nonlinear functions of the
corresponding radius r. For different geometries, these functional

JANUARY 2008, Vol. 130 / 011301-1



(a) .

(d)

Fig. 1 Different types of shaped tubes: (a) circular, (b) oval,
(c) lenticular, and (d) teardrop

relationships are given in Table 1 of Ref. [13]. The authors solved
the above equation numerically to find out the efficiency of the
shaped tubes. Though this is a unique attempt, the analysis is
based on some simplified assumptions and has a scope of im-
provement. Firstly, the assumption of isothermal condition at the
outer surface of the base circle is not strictly valid. Secondly, the
analysis ignores any angular variation of temperature along a ra-
dius. Based on the above background, the present investigation
has been taken up to provide an improved analysis of conduction
in shaped tubes. A semianalytical technique based on boundary
collocation method (BCM) has been proposed to solve the two-
dimensional conduction problem in these typical geometry. Next a
simple approximate technique has been elaborated to solve the
same problem assuming one-dimensional conduction, but implic-
itly taking the azimuthal variation in temperature.

011301-2 / Vol. 130, JANUARY 2008

Fig. 2 Differential elements for a one-dimensional energy bal-
ance for a single sided fin on an oval shaped tube

2 Boundary Collocation Method

2.1 Assumptions. The problem has been analyzed with the
following prior assumptions.

(a) The heat transfer through the shaped tube is at steady
state, and there is no heat generation in the tube material.

(b)  Temperature is uniform and constant over the inner sur-
face.

(c)  The local heat transfer coefficient over the outer surface
of the tube may vary, particularly if the tube is subjected
to a cross flow. This variation cannot be taken into con-
sideration unless it is known a priori or a conjugate
analysis is done. For the present work, uniform heat
transfer coefficient on the outer periphery has been as-
sumed. Further, the analysis has been made assuming
uniform ambient temperature. The shaped tube material
is of constant thermal conductivity.

(d) There is no heat transfer in the axial direction of the tube.

2.2 Mathematical Formulation. In this section, the math-
ematical formulation for oval shaped tube is presented. Following
the same procedure, one can determine the temperature profile for
both the lenticular and teardrop shaped tubes. Some difference in
the final expression will appear due to the change in geometry, as
given in Table 1 at the end of this section.

The following nondimensional parameters are introduced for
generalizing the analysis:

T-T, r rp
R=— E

_n g_nl0)
T,-T. T Py T
Based on the assumptions stated above, the conduction through

the shaped tubes can be modeled by a nondimensional equation in
a cylindrical polar coordinate (Fig. 3),

FO 10 170
S t T+ 55— =
JR* RJR R* o
Taking the queue from Ref. [19], the generalized variation of
temperature in the r-6 coordinate is given by

0= 2)

3)

O(R,0)=A+BInR+CO+DOInR

+ O (ARM + BLR™M)cos(\6)
k=1
+ 2, (CRM + DR ™M)sin(\,0) (4)
k=1
where A, B, C, D, A;, By, Cy, Dy, and N\ are unknown constants.

The boundary conditions in nondimensional form are as fol-
lows:

Transactions of the ASME



Table 1 Temperature profile in different shaped tubes (Note: R value plays a role in evaluating values of Y))

Outer radius

Angle of . - .
symmetric segment (in nondlrfenrs(lgnal form) Temperature profile
Shape of tubes in degree :ST O(R, 6
g e
\ _"\.\l 1+Y,InR
)— Eg[(\, cos 6)+(sin 6)*]712 N
90 where =@ + 2 yk(RZ(k—l) + R—2(k—|))
- "L k=2
Oval
VI(R,~1)sin 61>+ (2R,~1)
—(R,~1)sing| P
90 Same as oval
here R ! 1+ !
where R,=~|1+
Lenticular 2V N
for (0< <)
For 0< < Z, R is the same as lenticular I+Y,InR
2 N
180
_ + 2 Y (RED _ gDy 7
For —<60<mm, 1?=EC k=2
2 P
where Z=cos[(k—1)6]
Teardrop
90 It is important to note that Eq. (5d) is responsible for equating
== 0 for 6=0 (5a)  convection and conduction at the tube’s outer surface. Equation
(5a) will be fulfilled if
00 —D=C.=D = -
— =0 for 0=7ET (Sb) C—D—Ck—Dk—O fork—1,2,3,... (6)
99 An application of Eq. (5b) gives
®=1 forR=1 (5¢) =2k (7)
90 By _ Substituting Egs. (6) and (7) in Eq. (4) one gets
£+Bi®=0 for R=R (5d) .
where OR.0)=A+BInR+ >, (ARR™ + B,R ¥)cos(2kf)  (8)
k=1
Bif = hor; - (M)(ﬁ) — Bi Bi= hory From Egs. (5¢) and (8),
k, k, Tp Ecp k,
A=1 (9a)
and
o L - By=-A; (917)
Now, from Egs. (8), (9a), and (9b),
OR.0)=1+BInR+ >, AlR* - R"*)cos(2k6)  (10)
k=1
Introducing new symbols,
Yi=B Y,=A, Y;=A,andsoon (11)

Fig. 3 Coordinate system of a typical shaped tube for two-
dimensional analysis

Journal of Heat Transfer

We have Eq. (10) as

©

OR.0)=1+Y,InR+ >, Y(R2D = R26Dycos[2(k — 1)6]

k=2

(12)
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y axis outer contour of the shaped tube
L—-\.eq = A e A
o= /“‘ R _\“/"/- " —\\,q _l ~"\_mean radius of the sector
== 4 y = :
2 4 ’ et (i)

i X
‘r.r' /.' " 3 ),/ - -
L"“x/: //{-._ _’// \ e -

circular
< .?g'/ sector

(a) 8=0

(b)

Fig. 4 (a) Division of shaped tube into sectors. (b) A single sector (jth in anticlockwise direc-

tion) from the domain of the shaped tube.

This is the temperature profile in the domain of the problem
with Y{,Y,,Y3,... as the unknowns. Finally, the boundary condi-
tion in Eq. (5d) is applied in Eq. (12) to get

1 N\ e [2k-1) - _
Yl(j +Bi" In R) +> Y{Q(RW-” + R72D)
R k=2 R

+Bi*(1€2<’<-”—E-2<k-1>)]cos[2(k— 1)6]l==-Bi" (13)

However, the expression given in Eq. (13) cannot be evaluated
explicitly due to the unique geometry of the outer periphery of the
shaped tubes. At this point, BCM as used in Ref. [19] is applied.
This is done by truncating the infinite series in Eq. (13) to first N
terms, and taking N number of points on the boundary (outer
surface of the domain), N values of angle # are given by the
formula

w1
0(j) = Z(N— ]) j=123,...,N
Equation (13) can be written as a system of linear equations, with
Y, as the unknown constants

(14)

N
E G,Y,=F;, j=123,....N
k=1

(15)
where
1 A
G; =—+Bi InR (16)
R
and for k=2,
ijz z(k—__l)(EZ(k—l)+k—2(k—l)) +Bi*(1§2(k-1)_1§-2(k-1))
R
Xcos[2(k—1)6] (17)
K
F]-=—B1 (18)

The system of linear equations in Eq. (15) on solving gives
values of unknown constants Y. The nondimensional temperature
profile of the oval tube can be found from Eq. (12) using calcu-
lated values of Y. It may be noted that though some approxima-
tion is involved in the above technique, the accuracy of prediction
can be increased by increasing the number of the collocation
points. This gives the temperature profile as

N

OR.0)=1+Y,InR+ 2, Y (R2*D - R20=Dycog(2[k - 1)6]
k=2

(19)

The number of collocation points N is selected such that further

011301-4 / Vol. 130, JANUARY 2008

increase in N does not increase the accuracy of the prediction.

It has been mentioned earlier that Li et al. [13] considered the
outer surface of the base circular tube (at radius r, of Fig. 1(a)) as
the isothermal surface. With this consideration, the expression of
temperature changes as follows:

N
R
O(R.6)=1+YIn——+ > Y (RHD - Ek-DR-20-n)
P k=2

Xcos[2(k—1)6] (20)

3 Sector Method

In the previous section, a rigorous two-dimensional technique
has been elaborated for the estimation of the temperature field.
This requires solution of a system of simultaneous equations. In
the present section, an approximate method called sector method
(SM), is used for a one-dimensional heat conduction analysis of
the domain of this problem. The method presently used is similar
to that used [20] for the analysis of circumferential plate fins of
noncircular geometry. This method takes care of the variation of
temperature in two directions, with the assumption that tempera-
ture remains constant in the angular direction for a small angle
only. Further, no numerical technique is essential for the evalua-
tion of temperature profile along a sector.

In this approach, the shaped tube is divided into a number of
sectors, as shown in Fig. 4. It is assumed that each sector subtend-
ing a small angle at the center is separated from its neighboring
sectors by imaginary insulating radial lines. The distance from the
center of the tube to the point on the outer contour along the angle
bisector of a particular sector is treated as the mean outer radius
for that part. Considering radial conduction between two radii, the
nondimensional temperature profile is given by

_ 1=Bi'Dy())In[R/IDy,())]

_ 21
1= Bi' Doy ([ 1/Dgy(j)] ey
where
hor; (h ;| _ Bi h
Bi*=ﬁ=<0_’b)(i)=—l Bt ()
kt kt ry Ecp kl
T- T'oo r ry rm(./)
@ — R=— E. =— D.(j)= 23
T,-T. r; ° T Lp(]) T =

For constant wall temperature boundary condition at the surface
of the circular tube (i.e., the fin base), the temperature profile can
be derived as

*
1 - Bi D.,(j)In[R/D.,(j
o LB DonlRID ()] o
1 -Bi Dcp(./)ln[Ecp/Dcp(./)]

The accuracy of predicting the rate of heat transfer depends on the
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1D Sector Method

2D BC Method

1D Sector Method

{c)

Fig. 5

number of sectors. The number is increased until there is no
change in the result within the numerical tolerance.

4 Results and Discussion

From the solution of Eq. (19) or (21), the isotherms for the
shaped tubes may be obtained. Figure 5 depicts the isotherms
obtained by both of these techniques in three different shaped
tubes. One may note that the difference between the predictions
from these two methods is minimal. Interestingly, it may be ob-
served that when the inner periphery of the tubes is assumed to be
at constant temperature, the isothermal curves do not coincide
with the circumference of the base circle. This shows that the
assumption of isothermal condition at the outer surface of the base
circle [13] is not strictly valid.

For a comparison of the present techniques with that of Li et al.
[13], results in the following sections are presented for isothermal
condition at the outer surface of the base tube.

4.1 Temperature Distribution. Figures 6(a) and 6(b) present
a variation of temperature for an oval shaped tube in angular and
radial directions respectively, for \;,=0.5, Bi=1.0. The results are
presented introducing a nondimensional term () used to define
temperature,
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Isothermal curves shown in (a) oval, (b) lenticular, and (c) teardrop shaped tubes with isothermal inner wall

T, -T.
T.x)\ -T.

Q=

(25)

where T, is the temperature at any angular position for a certain
value of \ and T, is the temperature on the x axis for that value
of \.

In Fig. 6(a), the horizontal line at 1=1 represents a tempera-
ture profile as obtained by Li et al. [13] for any value of radial
position A. This is due to the assumption of no variation of tem-
perature in the angular direction. The horizontal line at (=1 also
presents a variation of temperature at A=\, (base radius) in the
angular direction for the one-dimensional SM and two-
dimensional BCM due to the assumption that temperature at base
radius is constant. All the remaining curves present a variation of
temperature in angular direction for certain values of A, as given
in the graph. From Fig. 6(a), temperature decreases in angular
direction away from the x axis and the rate of decrease increases
as the radius increases. This is due to the increase in the surface
area of the fin as the length of the fin increases. Similarly, Fig.
6(b) presents a variation of temperature along the radial direction
at different angular positions for an oval shaped tube with A\,
=0.5, Bi=1.0. At a certain angular position, the temperature de-
creases in the angular direction, and the rate of decrease increases
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Fig. 6 Variation of temperature along (a) radial direction at dif-
ferent angles, (b) angular positions at different radial positions
for an oval shaped tube with \,=0.5, Bi=1.0

for higher values of angles, i.e., away from the x axis.

From Fig. 6(a), it may be noted that the temperature values for
the one-dimensional SM at every point are marginally higher than
those for the two-dimensional BCM, while in Fig. 6(b), the tem-
perature values for the one-dimensional SM at every point are
marginally less than those for the two-dimensional BCM. This
trend occurs as we assume the temperature to be constant in the
angular direction in a particular sector.

Further comparison with the analysis of Li et al. [13] can be
made considering temperature distribution along the x axis. The
dimensionless temperature is plotted along the x axis (Fig. 2) in
Figs. 7(a) and 7(b) against the dimensionless coordinate N\=r/L
for oval and lenticular shaped tubes, respectively. Results are pre-
sented for the shaped tubes with tube shape factor A\,=0.5 and
Bi=1.0 and 0.1.

The fin for each tube extends from A=\, (tube shape factor
Np=r,/L) to N=1. So, the vertical lines in Figs. 7(a) and 7(b)
indicate the location of the base of the fin for the corresponding
value of N,. The higher the value of \,, the shorter the fin is.
There is a sharp decrease in the nondimensional temperature pro-
file for Bi=1.0 than at Bi=0.1. At Bi=0.1, the nondimensional
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Fig. 7 Dimensionless temperature plotted as a function of Biot
number and the dimensionless coordinate A=r/L for (a) oval
and (b) lenticular shaped tubes

temperatures by the two-dimensional BCM, one-dimensional SM,
and one-dimensional solution by Li et al. [13] are almost the
same. They are further very close to each other for A,=0.5 at Bi
=0.1. When Bi=1.0, there is some difference in values of dimen-
sionless temperature for A;,=0.5. The nondimensional temperature
at a particular point on the x axis is more for the one-dimensional
SM than for the one-dimensional solution by Li et al. [13]. The
corresponding nondimensional temperature for the two-
dimensional BCM lies in between values by the one-dimensional
SM and one-dimensional solution by Li et al. [13].

4.2 Shaped Tube Efficiency. As Li et al. [13] analyzed the
performance of shaped tubes similar to fins attached to a circular
tube, they have defined the efficiency for these tubes as

__4 _T()—Tx
X T,- T,

qmax
where ¢ is the actual heat transfer rate of the shaped tube and g,
is the heat transfer rate that would be achieved if the spatially

(26)

average temperature of the surface of the shaped tube, T}, were
equal to the temperature of the base of the fin, 7}, at r=r,.

For symmetrical shaped tubes such as the oval and lenticular
ones, the shaped tube efficiency is equal to the fin efficiency. The
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Fig. 8 Shaped tube efficiency plotted as a function of Biot
number and A, for (a) oval shaped tube and (b) lenticular
shaped tube

shaped tube efficiencies for oval and lenticular shaped tubes (y)
are plotted against Biot number in Figs. 8(a) and 8(b), respec-
tively. All the results are presented for Bi<S5. Curves are shown
for the two-dimensional BCM, one-dimensional SM, and one-
dimensional method by Li et al. [13] for values of \;,=0.5, 0.8,
and 1.0. The base line circular tube is represented by \,=1, cor-
responding to y=1. For a certain value of Biot number (Bi), the
effect of the addition of material to the base circular tube on the
fin efficiency can be estimated by decreasing values of \;,.

From Figs. 8(a) and 8(b), the shaped tube efficiency (x) de-
creases with increasing Bi and with the addition of material to the
base circular tube, i.e., decreasing value of \,. The rate of de-
crease of the shaped tube efficiency with increasing Bi is higher
for Bi=<0.5.

From Figs. 8(a) and 8(b), in the case of all the methods, the
shaped tube efficiency for N,=1.0 is equal to 1.0 as \,=1.0 de-
notes a circular tube. As the value of \, decreases, the fin length
increases. For N\,=0.8, i.e., smaller fin length, the shaped tube
efficiencies of the two-dimensional BCM, one-dimensional SM,
and one-dimensional method by Li et al. [13] are almost equal.

At \;,=0.5, the shaped tube efficiencies of the two-dimensional
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BCM and one-dimensional SM are equal, but the one-dimensional
solution by Li et al. [13] is marginally higher than the two.

5 Conclusion

Tubular structures are most common in the construction of heat
exchangers. A circular inner passage of tubular elements is pre-
ferred as it is superior in withstanding the internal pressure. On
the other hand, the outer profile of the tubes can be innovatively
shaped to improve the hydrodynamic and/or the thermal design. In
the present work, the conduction through such shaped tubes has
been analyzed. Three different outer profiles, namely, elliptic, len-
ticular, and teardrop, have been considered. A two-dimensional
analysis through a boundary collocation based semianalytical
technique and a one-dimensional approximate method have been
suggested. The prediction from both these methods agrees closely.
Recently, Li et al. [13] solved the same problem considering the
temperature variation only in the radial direction where the shaped
tubes are idealized as one-dimensional fins attached to the outer
periphery of a base cylinder. While Li et al. [13] neglected the
conductive resistance of the base cylinder, the present methods are
more accurate. Further, the one-dimensional SM does not require
any numerical solution and can be employed with a minimum
computational effort. It also takes care of the angular temperature
variation partially. Therefore, the one-dimensional SM is a defi-
nite improvement over the one-dimensional method proposed by
Li et al. [13].

Nomenclature
ds = width of the strip on the surface of
the shaped tube as shown in Fig. 2,
m
hy = convective heat transfer coefficient,
W/m*K
q = heat transfer rate, W
gmax = maximum heat transfer rate, W
r = radial coordinate, m
r, = radius of surface arc of the lenticular
shaped tube as in Fig. 1, m
r, = tube radius at the fin base, m
r; = tube inner radius, m
ry(j) = mean outer radius of the jth sector,
m
r, = outer radius of the circular tube, m
r(6) = surface distance from the center of
the tube, m

A,B,C.,D,A;,B;,Cy,D;= integral constants in a general solu-

tion (Eq. (4))

Bi = Biot number (=hyr/k,),
dimensionless
Bi" = ratio of Bi and E,, dimensionless
Dp(j) = ratio of r,,(j) and r;, dimensionless

E ., = ratio of inner radius r; and base ra-
dius, dimensionless

right-hand vector in a system of lin-
ear equations resulting from a simple
collocation

matrix in a system of linear equation
resulting from a simple collocation
= material thermal conductivity, W/m K
length of the fin, m

number of collocation points

ratio of r and r;, dimensionless

ratio of ry(6) and r;, dimensionless
ratio of r, and r;, dimensionless
temperature, K

temperature at the base of the fin, K
= temperature of the inner surface, K

Nﬂwﬁ N]Q;U b TR VIl e
Il
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T.. = temperature of the surrounding fluid,
K

T, = temperature at any angular position
for a certain value of A, K

T, = temperature at the 0 deg angular po-
sition (on the x axis) for a certain
value of A\, K

T, = spatially average temperature of the
surface of the shaped tube, K
Y, = unknowns in linear systems

Greek
® = dimensionless temperature
6 = angle between horizontal axis and
radius r,(6)
N = dimensionless coordinate (=r/L)
N\, = tube shape factor (=r,/L)
\; = integral constants in a general solu-
tion (Eq. (4))
x = shaped tube efficiency as defined in
Eq. (26)
) = dimensionless temperature
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Genetic Algorithm Based
Optimization of PCM Based Heat
Sinks and Effect of Heat Sink
Parameters on Operational Time

Using an approach that couples genetic algorithm (GA) with conventional numerical
simulations, optimization of the geometric configuration of a phase-change material
based heat sink (PBHS) is performed in this paper. The optimization is done to maximize
the sink operational time (SOT), which is the time for the top surface temperature of the
PBHS to reach the critical electronics temperature (CET). An optimal solution for this
complex multiparameter problem is sought using GA, with the standard numerical simu-
lation seeking the SOT forming a crucial step in the algorithm. For constant heat dissi-
pation from the electronics (constant heat flux) and for three typical PBHS depths (A),
predictive empirical relations are deduced from the GA based simulation results. These
correlations relate the SOT to the amount of phase change material to be used in the
PBHS (¢), the PBHS depth (A), and the heat-spreader thickness (s), a hitherto uncon-
sidered variable in such designs, to the best of the authors’ knowledge. The results show
that for all of the typical PBHS depths considered, the optimal heat-spreader thickness is
2.5% of the PBHS depth. The developed correlations predict the simulated results within
4.6% for SOT and 0.32% for ¢ and empowers one to design a PBHS configuration with
maximum SOT for a given space restriction or the most compact PBHS design for a given
SOT. [DOL: 10.1115/1.2780182]

Keywords: phase change material, genetic algorithm, heat spreader, composite heat

sink, electronics cooling, optimization

Introduction

Thermal management of high heat flux dissipating electronic
components is a pertinent research need of our present times [1].
A promising heat sink design for cooling electronics with reliable
operating temperature of 90°C is the composite heat sink [2] that
utilizes a phase-change material (PCM) along with a base material
(BM) in a judicious combination such that the heat is taken away
quickly from the potential hot spots by the BM and to be sinked in
the PCM in the form of its latent heat storage. The passive nature
of such a PBHS makes it useful in space applications [3] also.
Chow and Zhong [4] were amongst the earliest researchers work-
ing on such composite heat sinks, which focused on a metal/
phase-change material (M/PCM) composite giving high perfor-
mance. Pal and Joshi [5] predicted that PCM are an effective
option for passive cooling of high-density electronic modules for
transient periods. Bujage [6] also worked on paraffin wax storage
fins. He compared star shaped matrices and internal fins and found
internal fins giving better results. Krishnan and Garimella [7] have
studied transient response of PCM based heat sinks that uses a
rectangular enclosure made using copper and aluminum with
PCM (Eicosane) in it, to short pulses in power dissipation by
multiple discrete sources. The PCM unit with heat sources on the
bottom wall gave the best performance. Krishnan et al. [8] have
also worked on a hybrid heat sink, which is designed to have a
PCM bath externally at the BM fin tip as a buffer heat sink, while
the BM fins can also be cooled by external air convection. The
improved performance of hybrid heat sinks is quantified and a
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one-dimensional fin equation, which takes into account both con-
vective heat transfer and PCM melting, is formulated. An alternate
PBHS design involves the impregnation of PCM in metal foam,
serving as the BM, thus combining the thermal energy storage
concept with the thermal conductivity enhancement [9].

Stritih and Novak [10] found that the distance between the BM
fins is an important parameter influencing the sink operational
time (SOT) of a PBHS. Zheng and Wirtz [11,12] have worked on
the design optimization of PBHS. They use VISUALDOC, which
calls its optimizer for varying the design variables and design
parameters which are stabilization time and hot side temperature-
transition temperature difference. Best design is determined sub-
ject to the geometric and heat loading constraints. Shatikian et al.
[13] have simulated various geometries of PBHS by varying the
fin thickness and PCM layer thickness keeping the ratio constant.
They considered in their analysis the convection heat transfer at
the surfaces of the PBHS that are not in contact with the electron-
ics. Recently, Akhilesh et al. [14] analyzed a PBHS and showed
through analysis and simulations that the maximization of SOT
can be achieved when the PBHS geometry is designed such that
complete melting of all of the PCM used happens when the PBHS
reaches the set-point criterion. They came up with the concept of
critical fin thickness, which ensures complete melting and pre-
sented a correlation for the same. Nayak et al. [15] have experi-
mentally analyzed the composite heat sinks using plate type and
rod type metal fins, also concluding that the rod type fins perform
the best. All of these analyses have not considered the heat-
spreader design and the possibility of multiple design solutions for
the PBHS.

It is evident from the above literature survey that the perfor-
mance of a PBHS is characterized by the SOT, which is dependent
on the PBHS geometry [14]. Thus, the objective of this paper is to
maximize the SOT by optimizing the configuration of the PBHS

JANUARY 2008, Vol. 130 / 011401-1
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using genetic algorithms. In order to choose an optimal PBHS
design that maximizes the SOT for a given set of parameters and
constraints, in this paper we have used a genetic algorithm (GA)
based solution procedure that utilizes the numerical simulation of
typical PBHS geometry to estimate the SOT. The GA approach is
a stochastic search mechanisms inspired by the Darwinian natural
selection and genetics [16—19] and has an advantage over other
methods in obtaining multiple solutions and considerable compu-
tational savings compared to an exhaustive search. From a mul-
tiple solution space of geometrical design of the PBHS, combin-
ing several geometric parameters such as heat-spreader thickness,
PBHS depth, and BM fin size, PCM quantity used, the GA solu-
tion technique used in this paper selects at each intermediate step
of the solution procedure, a better geometrical design of the PBHS
that maximizes SOT.

2 Phase Change Material-Base Heat Sink

Figure 1(a) shows the schematic representation of the
PCM-BM heat sink (PBHS) analyzed in this study. It consists of a
fin array of uniform thickness (27) and depth equivalent to the sink
height (A) made of a BM, which protrudes in a PCM bath. This
typical PBHS design [14] is considered to enhance the BM/PCM
heat transfer contact surface area, resulting in a judicious use of
high thermal conductivity BM carrying the heat away from the
source and sinking it into the high latent heat capacity PCM. In
such a design, owing to the low thermal conductivity, the PCM is
kept away from the electronics (heat source), to avoid local hot
spots on the surface where the electronics directly come into con-
tact with PCM. Thus the portion between the BM-PCM array and
the electronic component has a layer of “heat spreader” [14] made
of the BM. The purpose is to assimilate the heat flux available
from the top and distribute it uniformly to the lower portion of the
PBHS. The bottom-most layer of PCM has the least melt front
progression rate [14,20]. Therefore, to ensure complete melting of
this layer, we propose to have an auxiliary heat spreader (c) at the
bottom of the sink. The elemental PBHS (E-PBHS) chosen in Fig.
1(b) repeats itself symmetrically in the model and it is assumed
that there is no lateral heat transfer between such E-PBHS’s. The
sidewalls of PBHS are assumed to be adiabatic. As the width of
the box is fixed, the width of the half fin (w) in turn decides the
number of fins present in the PBHS.

The sidewalls and the bottom surface of the sink are insulated
from surroundings, an assumption undertaken since the natural
convective losses from the sides are minimal and radiation losses
can be neglected at the involved temperatures [14]. Also, the
above design becomes conservative even when such losses be-
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Fig. 2 E-PBHS with boundary conditions

come significant. Natural convection in the liquid PCM is not
considered [2,14]. Thus, the domain considered in Fig. 1(b), an
E-PBHS of arbitrary dimensions, is chosen for numerical analysis.

3 Modeling Procedure and Numerical Method

Figure 2 gives the E-PBHS domain with the imposed boundary
conditions. Both the BM and PCM regions are governed by the
two-dimensional transient energy conduction equations. Thus, the
temperature at any point in the domain is presented as T
=T(x,y,r). The governing differential equation on the BM side
can be written as

FT &FT ar
_?+E_ =(PC)BME (1)

For the PCM region, when it is in either liquid or solid state at a
point, the governing equation is
[ PT PT ool )
2 (pe z
R P
Taking corroboration from Refs. [3,7], the kpcy, (pc)pem values
are assumed to be identical for both the solid and liquid phases.
Change of phase of PCM is compensated through an enthalpy
balance scheme [13-15], in the grid points surrounding PCM,
ensuring that the net energy flux balances the latent heat of melt-
ing of the PCM for that control volume. The boundary conditions
existing at the left and right boundaries of the PCM domain, in
Fig. 2, are

kBM

kPCM

aT
— =0 (3a)
ox x=0,w
aT
— =0 (3b)
(9}’ y=A

The heat flux received by the top BM surface of Fig. 2 is received
into the E-PBHS through the boundary condition

o @)
(7_)7 y=0

Equations (1) and (2), along with the boundary conditions (3) and
(4), are solved numerically using the finite volume method (FVM)
[21] involving implicit time marching scheme [22]. Owing to the
FVM formulation of the numerical solution procedure, the BM-
PCM interface automatically satisfies the temperature continuity
term, assumed with zero contact resistance,

- kBM

Tgm=Trem (5a)
along with an energy flux balance continuity equation of the form
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Table 1 Thermophysical properties of the BM (aluminum) and
PCM (Eicosane) used

Parameters Symbol Values used in simulation
BM properties p (kgm™) 2702
[22] K (Wm- K1) 237
c (kg ' K1) 0.9
PCM properties p (kgm™) 800
[25] k (Wm-' K 0.24
c (kg 'K 25
L (kTkg™) 266
Ty (K) 310
Y ITpem
kpm = Kpcm (5b)
an on

where n is the direction of the normal vector to the interface.
Since the temperatures are available only at the nodes of each cell
control volume, the equations in FVM have incorporated this in-
terface condition using the harmonic mean approach while calcu-
lating the effective interface thermal conductivity. The required
initial condition of the E-PBHS is assumed to be at the ambient
temperature

T(x,y,O) = Tamb (6)

Aluminum is chosen as the BM for analysis because of its high
thermal conductivity. The PCM material chosen is n-Eicosane,
which is a standard PCM used in such electronics cooling appli-
cations [2,8,14] due to its high latent heat of melting (see Table 1
for properties) and the melting temperature, which, being closer to
the ambient, leads to maximum utilization of its melting capacity

Table 2 Validation of the numerical scheme and grid indepen-
dence study

¢"=25 kW/m% A=0.05 m; ®=0.5; /*=0.06; w*=0.12

40X40 grid 60X 60 grid
points points

time taken (s) time taken (s)

20X 20 grid 40X 40 grid

At (s) points [14] points [14]

for the given critical electronics temperature (CET), which is
about 363 K [2,14].

The numerical simulation is validated by an analysis similar to
that performed in Refs. [14,23]. The numerical domain, which
was used in Ref. [14], was simulated for 40X40 grid and 60
X 60 grid for two different time steps: Ar=1s and Ar=0.1s.
From Table 2, it can be seen that the error involved in SOT due to
the use of coarser grid is 0.2 s (0.044%) for At=0.1 s, and O when
Ar=1 s is used. Neglecting the small error, 40X 40 grid can be
used without any loss of accuracy. The results in Table 2 also
show that for a 40X40 grid varying A¢ from 0.1 s to 1 s intro-
duces an error of 0.3 s (0.066%) in SOT, which can be safely
neglected. Thus, 40X 40 grid with Ar=1 s is used for all subse-
quent simulations. These results are also compared with those
obtained in Ref. [14] where Ar=0.0025 s is assumed to give mini-
mal error. The simulation used in this paper predicts SOT value
within 0.6% error to the corresponding values in Ref. [14].

Further melting solver is validated for the one-dimensional
melting, i.e., Stefan’s problem as done in Ref. [14]. The sidewalls
and the bottom surface of a PCM domain are insulated for this
problem. The top surface is held at a constant temperature, which
is higher than the melting point of PCM. Initially, all the PCM is
in the solid state at the melting temperature. For the numerical
solution, 40 X 40 grid was used along with a time step Ar=1 s. In
Fig. 3, melt front progression with time has been plotted along
with the theoretical solution for Stefan’s problem [24]. The nu-
merical method adopted involves the discrete space melt front
tracking and thus the steps in the graph can be seen. At any instant
of time, maximum deviation in melt front position of numerical
solution from the theoretical solution is found to be 0.04 mm and
the error is 4%.

Additionally the numerical simulation yields perfect energy bal-
ance, as energy entering PBHS as flux is equivalent to energy
stored in BM and PCM at the end of operation. Thus, the same
numerical code can be safely used for simulations.

4 Temperature Profiles in Phase Change Material
Based Heat Sink

The motivation for using GA is described in this section by
enunciating the complexity of the problem with corroborative re-
sults. Three arbitrarily chosen E-PBHS designs with specified ge-
ometry in Table 3 were numerically simulated under transient con-
ditions for their top surface to reach CET. Obviously for identical

1.0 453 453 - - A and w, variations in s, ¢, and t would exist with the variations in
0.1 452.7 452.5 421.8 — . . .. .
0.005 452.635 452.445 4552 4525 quantity of PCM used in the E-PBHS. This implies under usage of
0.0025 — — 455.8 455.1 PCM even when the PBHS has reached CET, beyond which time
101
3 (x10™ m) ol
8 |-
7 |-
6 |-
5 .
4 .
3 |-
20 £ 40x490 grid solution
y — Benchmark solution [24]
1
% 10 20 30 20 50 60 70 % %
T()
Fig. 3 Comparison of melt front solver with benchmark solution
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Table 3 Dimensions for three arbitrary E-PBHS designs cho-
sen for comparison (Fig. 4)

q"=25 kW/m?; At=1 s; 40 X 40 grid points; A=0.06 m; w"=0.0667

. . By Time
s c t (s)
(a) 0.025 0.000 0.0067 600
(b) 0.125 0.075 0.0167 575
(c) 0.025 0.000 0.0167 620

instant, it is rendered useless. Isotherms thus obtained when CET
is reached by the E-PBHS at the end of SOT are shown in Fig. 4.
Design (c) is the best among the three. Decrease in ¢ from Designs
(¢) to (a) results in a drop of SOT by 20 s. In terms of the time of
operation of the designs, Design (c) is better than the other two.
Further, it is evident from the designs that when compared to (a)
all of the PCM has melted in (c), realizing the capability of the
design. An arbitrary decrease in ¢ from Design (c) to (a) would
result in SOT getting decreased by 30 s even though ¢(a) > ¢(c).
In fact, increase in ¢ has rendered (a) underutilized. Variation in s
and c¢ values, on the other hand, from Designs (c) to (b) leads to a
drop of SOT by 55 s. Thus, it is evident that maximizing SOT, a
strong function of the PBHS geometrical parameters, requires
proper geometry that ensures complete melting of PCM. This re-
quires a detailed analysis of the dependence of SOT on the
E-PBHS geometrical parameters in order to optimize the PBHS
configuration for maximum SOT for the constraint of complete
melting.

5 Dependence of Sink Operational Time on Geometri-
cal Parameters

For a fixed s and ¢ value of the E-PBHS at a given ¢” and A,
Fig. 5 depicts the SOT and time for complete melting in an
E-PBHS. From Fig. 5, the sensitivity of SOT and complete melt-
ing time due to variation in ¢ and w can be seen. It can be ob-
served that the SOT increases with increasing ¢ until a maximum
is reached after which it starts decreasing. However, the time for
complete melting increases with the increase in ¢ and for a critical
value of ¢ meets the SOT line. This critical value of ¢ depends on
the geometric parameters (A, w, s, and ¢) that are held constant in
this graph. Increasing ¢ further will lead to incomplete melting of
PCM. Another salient feature of Fig. 5 is that the ¢ representing
maximum SOT is not the same as the critical ¢ value for complete
melting. Similar variations in critical ¢ value and ¢ for maximum
SOT are obtained for w=0.002 m with higher SOT values for
each o.

The above analysis proves that PBHS design is both a multipa-
rameter problem and a multiobjective problem. The objectives are
maximizing SOT and ensuring complete melting of PCM. This
necessitates the employment of an optimization technique, which
can handle and sift through a large solution space in terms of the

q""=25 kW/m®

q"'=25 kWim’

Tammp=363K

q"'=25 kW/m®

Tamrep=363K

V) p— // 1/ .
438 X R x 2
] .
e 2 . 2
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41 4 » 4
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1 . : »
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Fig. 4 Isotherms for three arbitrary E-PBHS designs (see
Table 3 for specific values) at the end of SOT
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Fig. 5 SOT and melt time versus ® for w=2 mm and w
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combinations of A, w, s, ¢, and ¢ to achieve the required ¢ value to
optimize SOT and gives best design based on all objectives. One
such optimization technique is the GA, which has been employed
to find the optimized solution for the present problem.

Genetic Algorithm and Fitness Function

GAs involve an “explorative logic,” which ensures that a large
number of solutions, marginally better or worse, are considered
while avoiding convergence on local maxima [25,26].

The algorithm involved in GA is delineated in Fig. 6 as a flow-
chart. Every possible solution to the problem, every possible
E-PBHS design in this case, is said to be an individual in the total
population. An “individual” is represented by a binary string or a
set of floating numbers, which specifies all the independent pa-
rameters considered in the problem. A set of such individuals at
any simulation instant forms a population. An example of such a
string for the individual out of the population of possible E-PBHS
combination is given in Fig. 7. As seen earlier, since ¢ depends on
A, w, s, ¢, and ¢, the parameter space is large. Every possible
design in the range has to be represented completely and uniquely
by a binary number. Here, a 16 bit number is used as a signature
for a particular design specifying all the variables. As shown in
Fig. 7 for each value of A, first 3 bits give the value of s, the next
5 bits for w, the next 5 bits for ¢, and the final 3 bits for c.

Even though all the variables can be theoretically varied from a
minimum of 0 to the maximum when the heat sink is completely
filled with BM, values used here (Fig. 7) are representative of the
practical range of such heat sinks used to cool electronics
[13,14,27] and practical limitations restrict the feasible range of
values. Additionally, the ranges considered for simulation are cho-
sen keeping in mind the ease of representation in GA. The initial
population is randomly generated.

To evaluate the “fitness” of an individual, or in other words, to
evaluate the suitability of a particular E-PBHS design, a fitness
function is introduced. The fitness function for each individual is
evaluated using the parameters determined by the “standard nu-
merical simulation” block of the algorithm, as depicted in Fig. 6.
Depending on the fitness values, pairs of individuals called par-
ents are chosen for breeding using operators borrowed from natu-
ral genetics. The level of fitness of an individual dictates its
chances of reproducing and surviving through generations. Thus,
GA starts with a randomly chosen population and refines them
over generations. The fitness function should take into account
SOT and «a. Both of these are combined into one function as

F= SOTOjalA (7)

As the primary objective is to ensure full utilization of PCM,
effect of « (the percentage of PCM to be melted) is pronounced
by choosing its exponent n, greater than 1 in Eq. (7). Also, n,
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Fig. 6 Flowchart of the GA solution procedure

=2n; where n; is the exponent of SOT and n, that of a. This has
been done to increase the dominance of « over SOT. The fitness
function F, Eq. (7), is a positive number and as an optimizing
constraint we seek maximum SOT and a=1, higher F value will
indicate a better (optimal) design.

The individuals created as a result of selecting with the fitness
function are called offspring. Breeding is achieved by implement-
ing crossover and mutation operators. Crossover involves swap-
ping of the bits of the two selected parents from a specified bit
position. Mutation randomly alters a bit in the representation of
the offspring depending on mutation probability thus aiding the
“explorative logic.” A new population is created, which retains the
best individuals of the previous generation and replaces the rest of
the individuals by the offspring.

Performance of GA is dependent on the choice of various GA
parameters such as crossover probability, mutation probability,
etc., and hence, prediction of the choice of parameters for ensur-
ing best results is seldom possible. The set specified in Refs. [18],
and used in this study (Table 4), is shown to work well with most
of the standard optimization problems such as design of heat ex-
changers and the traveling salesman problem.

Genetic Algorithm Results

Using the algorithm listed in Fig. 6, separate GA codes were
executed for A=0.02 m, 0.04 m, 0.06 m, 0.08 m, and 0.10 m
[28]. The variation of the maximum F with generation has been
plotted in Figs. 8(a) and 8(b) for the GA codes of A=0.02 m and

01101011 01010 001

Parameter s w t c
Binary Range 000 —111 00000 — 11111 | 00000 — 11111 000—111
Actual Range 0.0-0.0175 0.004 - 0.032 0.0-0.0248 0-0.0175
(m)

A =0.02m, 0.04m, 0.06m, 0.08m, 0.10m [26]

Fig. 7 Binary representation of the “individual” E-PBHS con-
sidered in the GA solution procedure
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0.06 m, respectively. An increase in F with generations can be
observed. Thus, the performance of the design improves with each
generation and GA approaches the best solution.

After a few generations, GA converges to the best solution. At
this simulation instant, almost all the individuals in the population
represent the same design; thus it is unlikely to evolve further. For
instance, in Fig. 8(a) for A=0.02 m, the F value saturates at a
maximum value after about ten generations of mutated simula-
tions. Similarly, for A=0.06 m, the F value saturates at a maxi-
mum after about 15 generations. Similar invariance of F is
checked for other A values considered, before rendering the de-
sign as the optimized one. As a conservative estimate, all the
simulations have run for at least 25 generations to ensure proper
convergence and invariance of F' value.

The best designs arrived at after different runs of GA along with
their performance have been listed in Table 5. It can be observed
that except for A=0.02 m, the best design for the rest of the PBHS
heights (A) have ¢~ =0. The auxiliary heat spreader provides only
a low resistance path for the heat to reach the bottommost layer of
PCM. The resistance of the BM increases with increasing PBHS
heights, which renders the auxiliary heat spreader ineffective at
higher PBHS depths.

Further, from Table 5, it can be seen that out of the range of w
values given (0.004-0.032 m, see Fig. 7), the best design gener-
ated by the GA uniformly chooses w=0.004 m. This lowest value
of w corroborates the reasoning that for maximizing SOT of a
PBHS, it should comprise of E-PBHS of infinitesimal thickness to
facilitate complete melting of the PCM used.

In Fig. 9, the heat-spreader size (s) for best designs have been
plotted for several values of A. From these data, the equation
governing the variation of s is found to be

Table 4 Details of the GA scheme applied

Population size

Selection method Roulette wheel method

Crossover 1 point
Crossover probability 0.90
Mutation probability 0.02
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Fig. 8 Fitness function, Eq. (7), evolution with generations for A=(a) 0.02 m;

(b) 0.06 m

s=0.025A4 (®)

Thus, an E-PBHS with A=0.06 m should have a heat-spreader
thickness of 0.0015 m for maximum fitness and SOT. Thus, it is
observed from Table 5 that the designs have 5=0.025. Thin heat
spreaders distribute heat efficiently along with allowing more
PCM proportion in the heat sink and thus increasing the latent
heat storage capacity of the PBHS.

Table 5 Best designs of the E-PBHS obtained by GA for differ-
ent E-PBHS depths (A)

B B A ; N Time
s w (m) t c ¢ () F(Eq (7)
0.025 0.2 0.02 0.06 0.025 0.66 196 40.23
0.025 0.1 0.04 0.02 0 0.78 421 68.70
0.025 0.067 0.06 0.0134 0 0.78 625 90.59
0.025 0.05 0.08 0.01125 0 0.75 814 109.00
0.025 0.04 0.1 0.01 0 0.73 995 125.45
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Figure 10 shows the variation of maximum SOT obtainable
corresponding to the best designs with respect to A. A linear fit is
used to correlate the data with a variance of 0.9969. The govern-
ing equation is

SOT =10,199A )

Figure 11 shows the variation of ¢ for best designs with respect to
the corresponding A. The variation is divided in three ranges. The
general form of the correlation equation is proposed to be

©=B A’ + B,A + B, (10)

Table 6 lists the values for By, B,, and B3 for all three ranges
along with the variances related to the respective fits. The corre-
lation predicts the data within 0.5% error.

Figures 9, 10(a), and 10(b) in combination with Egs. (8)-(10)
can be used to determine the optimized PBHS design for a par-
ticular requirement, within limited constraints. For instance, for a
particular electronic package cooling requirement, there is a con-
straint in the maximum depth of the PBHS (A) due to space re-
strictions, while maximizing the SOT. According to Eq. (9), A will
be kept maximum, to maximize SOT. Equations (10) and (8) pre-
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Eq. (10)
0.77

0.75
0.73
0.71 1
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'
1
1
'
1
1
1
1
H

0.65 N S : ,
0.08 0.1 012
A (m)

Fig. 11 & values for different A for optimal designs deter-
mined by the GA procedure
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dict the required optimal ¢ and s for the chosen A, while from
Table 5, it is clear that for the optimized designs, w=0.004 m and
¢=0 for the PBHS design.

On the other hand, if the constraint on SOT is fixed, through
Eq. (9), A can be back calculated using s and ¢, which can be
determined by Egs. (8) and (10), respectively.

Conclusions

Using an approach that couples GA with conventional numeri-
cal simulations, optimization of the geometric configuration of a
PBHS is performed in this paper. The optimization is done to
maximize the SOT, which is the time for the top temperature of
the PBHS to reach the CET. First, using numerical simulations of
the governing equations of energy balance with change of phase,
an E-PBHS for analysis is considered owing to the symmetry of
the design, to establish the dependence of SOT on various PBHS
geometrical parameters. An optimal solution for this complex
multiparameter problem is then sought using GA with the numeri-
cal simulation seeking the SOT forming a crucial step in the al-
gorithm. This multistep procedure varies each design parameter
within its chosen range to “mutate” into successful PBHS designs
that meet the constraint of maximizing SOT. For constant heat
dissipation from the electronics (constant heat flux) and for three
typical PBHS depths (A), predictive empirical relations are de-
duced from the GA based simulation results. These correlations
relate the SOT to the amount of PCM to be used in the PBHS (¢),
the PBHS depth (A), and the heat-spreader thickness (s), a hitherto
unconsidered variable in such designs, to the best of the authors’
knowledge. The results show that for all of the typical PBHS
depths considered, the optimal heat-spreader thickness is 2.5% of
the PBHS depth.

Table 6 Correlation of ¢ versus A for best designs of E-PBHS
(Eq. (10))

Eq. (10)

Range B, B, B; R?
0.02<A=<0.03 0 8.53 0.5139 0.9933
0.03<A=<0.05 -122 10.858 0.5531 0.9667
0.05<A<0.10 0 -1.22 0.8352 1
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Two predictive correlations are proposed based on the outcome
of the GA and simulations, to find the optimized configuration of
the E-PBHS for maximizing the time of operation of the sink. The
correlation, Eq. (9), predicts SOT with a maximum 4.6% error and
Eq. (10) predicts ¢ with a 0.32% error.

Nomenclature
A = height of the PBHS, m, Fig. 1
BM = base material, Table 1
¢ = auxiliary heat-spreader thickness, m, Fig. 1(b)
CET = critical electronics temperature, K
F = fitness value, in Eq. (7), in Figs. 8(a) and 8(b)
G = number of generations in GA, Figs. 8(a) and
8(b)
g = acceleration due to gravity, in Fig. 2
GA = genetic algorithm
k = thermal conductivity, W/m K
L = latent heat of PCM, klJ/kg
PBHS = PCM-BM heat sink
PCM = phase-change material, Table 1
q" = heat flux, W/m?
s = heat-spreader thickness, m, Fig. 1
SOT = sink operational time, Eq. (9), Figs. 4, 5, and
10(a)
t = width of BM in half fin, m, Fig. 1
T = temperature, °C and K
w = width of half fin, m, Fig. 1
x,y = Cartesian coordinates

Greek Symbols
a = percentage of PCM melted
= melt front, m, Fig. 3
= density, kg/m>
= percentage of PCM in PBHS, Eq. (10), Figs. 4,
5, and 10(b)
T = time, S

T

Miscellaneous
(pc) = heat capacity, kI/m’ K
At = time step, s, Tables 24

Subscripts
AMB = ambient
BM = base material (here, aluminum, Table 1)
M = melting point
MAX = maximum
PCM = phase-change material
TOP = top surface of the PBHS

Superscript*
= parameter nondimensionalized by A
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Subcooled Boiling Flow Heat
Transfer From Plain and
Enhanced Surfaces in Automotive
Applications

The requirement for the highest possible heat transfer rates in compact, efficient cooling
systems can often only be met by providing for a transition to subcooled boiling flow in
strongly heated wall regions. The significantly higher heat transfer rates achievable with
boiling can help keep the temperatures of the structure on an acceptable level. It has been
shown in many experimental studies that special surface finish or porous coatings on the
heated surfaces can intensify the nucleate boiling process markedly. Most of those ex-
periments were carried out with water or refrigerants. The present work investigates the
potential of this method to enhance the subcooled boiling heat transfer in automotive
cooling systems using a mixture of ethylene-glycol and de-ionized water as the coolant.
Subcooled boiling flow experiments were carried out in a vertical test channel consider-
ing two different types of coated surfaces and one uncoated surface as a reference. The
experimental results of the present work clearly demonstrate that the concept of enhanc-
ing boiling by modifying the microstructure of the heated surface can be successfully
applied to automotive cooling systems. The observed increase in the heat transfer rates
differ markedly for the two considered porous coatings, though. Based on the experimen-
tal data, a heat transfer model for subcooled boiling flow using a power-additive super-
position approach is proposed. The model assumes the total wall heat flux as a nonlinear
combination of a convective and a nucleate boiling contribution, both obtained from
well-established semiempirical correlations. The wall heat fluxes predicted by the pro-
posed model are in very good agreement with the experimental data for all considered
flow conditions and surface types. [DOI: 10.1115/1.2780178]

Keywords: subcooled boiling flow, heat transfer, boiling enhancement, enhanced

surfaces

1 Introduction

In the modern design of highly efficient liquid cooling systems,
increasing heat fluxes have to be transmitted through the wall
structures of the devices. This tendency is specially evident in the
development of today’s internal combustion engines, where a con-
tinuous increase of specific power leads to ever higher thermal
loads on limited heater surfaces associated with the compact de-
sign of the engines. Convective single-phase transport is often not
sufficient to transfer the heat from the structure into the coolant.
Hence, the wall temperature increases and boiling occurs. If the
liquid bulk temperature remains below the saturation temperature,
the process is called subcooled flow boiling. In this regime, the
bubbles grow in the superheated zone near the wall and collapse
in regions at a distance from the wall. Due to the phase change of
the coolant, the heat flux from the structure into the liquid is
increased significantly. In the layout of modern cooling devices,
the transition to nucleate boiling has therefore become appreciated
for its potential to keep the wall temperatures on acceptable lev-
els. Thus, many cooling concepts deliberately provide for an onset
of nucleate boiling in thermally highly loaded regions.

In the case of heterogeneous boiling, where bubble formation
basically starts from inhomogeneities, typically cavities on the
heated surface, there is a general consensus that only cavities that
entrap a gaseous rest after bubble departure can act as stable
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nucleation sites. The number density of these active cavities, gen-
erally termed nucleation site density, essentially determines the
boiling heat transfer rates. The nucleation site density does not
only depend on generally amenable parameters, such as pressure
and wall heat flux, or the thermophysical properties of the work-
ing fluid (thermal conductivity, viscosity, latent heat, etc.). The
bubble nucleation is also influenced by less amenable parameters
related to the dynamics of the fluid-gas-solid interfaces, which
strongly depend on the thermophysical properties and the micro-
structure of the surface. These highly complex effects, which are
hard if not impossible to measure, have largely impaired a rigor-
ous theoretical description of bubble nucleation so far. The pro-
cess of bubble nucleation has been investigated in several experi-
mental studies [ 1-3]. Aside from gaining a better understanding of
the underlying physics, several studies were also focused on find-
ing possibilities to enhance the nucleation process [4—8]. Provid-
ing more favorable conditions for bubble nucleation might finally
shift the onset of nucleate boiling (ONB) to lower wall superheats
and, beyond the ONB, might help sustain a highly intense and
stable nucleate boiling activity. Using specially modified surfaces,
commonly termed “enhanced surfaces,” turned out to be a prom-
ising approach to attain this objective.

Enhanced surfaces can be basically produced by special surface
finishing techniques or by depositing (mostly porous) coatings on
the ground body. All these techniques have in common that they
generate a surface microstructure with a large number of cavities
that can be easily activated and remain active because they are
never flooded completely by the liquid phase. The boiling behav-
ior of porous coated metal ground bodies was examined in several
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Fig. 1 The generation of vapor bubbles: (a) nucleation site on
the smooth surface, (b) bubble nucleation from individual mi-
crochannels in the porous layer, and (¢) formation of a continu-
ous vapor film in the porous layer (adopted from Ref. [4])

studies. Afgan et al. [4] performed experiments on the pool boil-
ing heat transfer on surfaces with porosities varying between 30%
and 70%. They used water, freon-113, and ethanol as working
fluids. It was found that boiling on a porous layer sets in already
at very low wall superheats of 1-1.5 K, as compared to the wall
superheat of about 20 K required for smooth surfaces. In their
study, they distinguished three different types of bubble formation
mechanisms in the pool boiling regime for smooth and porous
coated surfaces, as schematically shown in Fig. 1. On technically
smooth superheated surfaces, the vapor bubble formation occurs
at small cavities, as sketched in Fig. 1(a). This case was first
studied theoretically by Hsu [9], who developed an analytical ex-
pression for the critical radius of the mouth of the cavity that is
required for the bubble formation at a given wall superheat. In
porous coatings (Fig. 1(b)), vapor is produced inside the porous
layer. The liquid enters through the channel-type dendritic cavities
and evaporates on the superheated surface of the porous structure.
With increasing heat flux, a continuous vapor film is formed in-
side the porous coating (Fig. 1(c)). Afgan et al. [4] assumed that
these typical conditions, hypothesized for pool boiling, can also
be extended to subcooled boiling flow on porous coated surfaces,

011501-2 / Vol. 130, JANUARY 2008

where the vapor bubbles condense after detachment, once they
reach the subcooled bulk flow. A significant enhancement of the
nucleate pool boiling heat transfer with saturated FC-72 using
microporous coated surfaces was also reported by Kim et al. [5].
Rainey et al. [6] continued these experiments using the same type
of microporous surface, especially investigating the effects of
pressure, subcooling, and dissolved gas concentration. Later on,
Rainey et al. [7] investigated subcooled boiling flow on a smooth
(highly polished) and, alternatively, on a microporously coated
heated surface using again pure FC-72 as the working fluid. These
flow boiling experiments demonstrated that the porous surface
exhibits a higher nucleation site density, which finally leads to a
significant reduction of the wall superheat at a given heat flux
compared to the smooth surface. However, the increase of the
flow boiling heat flux with the wall superheat turned out to be
lower for the enhanced surface than for the plain one.

The enhancement of the heat transfer into a liquid coolant is of
great interest for the design of engine cooling systems as well.
The ONB in regions subject to high wall heat fluxes inside the
cooling jacket is a long known phenomenon. Having to provide
always sufficient cooling power in these critical regions, it is
therefore straightforward to use enhanced surfaces in order to
achieve the locally highest possible nucleate boiling heat transfer
rates. The boiling behavior of ethylene-glycol/water mixtures,
which are typically used in automotive cooling systems, was in-
vestigated in several studies. Finlay et al. [10] performed boiling
experiments with an ethylene-glycol/water —mixture of
50 vol % /50 vol % on copper, aluminum, and cast iron surfaces.
They considered different velocities and pressures of the bulk lig-
uid. Kandlikar and Bulut [11] carried out flow boiling heat trans-
fer experiments in a rectangular channel heated from below using
a circular heater surface. They varied the volume fraction of
ethylene-glycol in the mixture within the range of 0-40%. Based
on their measurements of the boiling heat transfer rate, they de-
veloped a boiling model for binary mixtures. Campbell et al. [12]
carried out experiments in a short rectangular duct using copper
and cast aluminum test heaters with a 50/50 mixture by volume of
ethylene-glycol with additives and distilled water. Based on the
experimental data obtained in the measurements, a heat transfer
model for subcooled boiling flow was developed. While all these
experimental studies considered boiling of automotive coolants on
plain, technically smooth surfaces, the present work is focused on
the subcooled boiling flow on enhanced surfaces. Using a mixture
of 40 vol % of ethylene-glycol and 60 vol % of distilled water as
the working fluid, two very different types of porous coated sur-
faces and one plain (uncoated) surface are considered. The inves-
tigations aim at two major goals. First, it shall be quantified to
what extent the two different types of porous surfaces change the
flow boiling characteristics, as compared to the case of a plain,
uncoated reference surface. The fact that the investigated porous
surfaces have completely different microstructures may also help
identify those properties of the porous layer that are presumably
most favorable for the boiling process. Second, our study attempts
to provide a reliable model for the total wall heat flux in sub-
cooled flow boiling on enhanced surfaces. Here, a well-
established approach, which has been proposed and widely used
for flow boiling on plain surfaces, shall be assessed on its appli-
cability to the case of porous surfaces.

The present work is organized as follows. In Sec. 2, the experi-
mental apparatus and the considered surfaces are described in de-
tail. In Sec. 3, the obtained experimental results for subcooled
boiling flow are discussed. The formulation of the wall heat flux
model, as well as a comparison of its predictions against experi-
mental data, is presented in Sec. 4. A conclusion is given in Sec. 5.

2 Experimental Apparatus and Heated Surface Types

Experimental Apparatus. The experimental facility, which is
shown in Fig. 2, basically consists of a closed loop for the forced
convective flow driven by a pump. The working fluid is preheated
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Fig. 2 Flow boiling test loop schematic

in a tank to provide a controlled bulk temperature in the test
section. At the entrance into the test section, the fluid passes
through a nozzle to ensure a uniform top-hat-like inlet velocity
profile. The velocity, the temperature of the bulk liquid, and the
operating pressure at the inlet of the test section are continuously
controlled during the experiments. The velocity of the bulk flow is
measured indirectly using an inductive flow meter. Its output is
used to control the flow rate via the speed of the pump and/or the
valves regulating the flow through the bypass loop. The relative
uncertainty in the measured bulk velocity u,, is estimated as 5.5%
at 0.1 m/s, 0.6% at 0.5 m/s, and 0.5% at 2.0 m/s. In the present
configuration, the bulk velocity can be varied within the range of
0 m/s<u,<2.0 m/s. The absolute liquid pressure can be set
within the range 1.0 bar<p=3.5 bars. The relative uncertainty in
the measured pressure was estimated as 0.6% at the pressure of
3.2 bars. The working fluid passes through a square test section
with the side length a,=56 mm. The upward flowing fluid is
heated by a cylindrical heater made of cast iron, which is mounted
on a probe holder aligned with the axis of the vertical channel, as
shown in Fig. 3. The cylindrical heated surface has an axial ex-
tension of L=30 mm and a diameter of d=12 mm. It is heated
from the inside by a ceramic heating rod. The wall heat flux on the
surface, ¢,,, is computed from the input of electrical power into
the heating rod, which is measured with an accuracy of 0.5%. The
surface temperature 7, is obtained from the temperatures, which
are measured beneath the heated surface by the two thermo-
couples shown in Fig. 3. The axial positions of the temperature
measurements are determined by the positions of the ends of the
thermocouples, which are located approximately halfway down
the heated surface in the streamwise direction (=L/2), as indi-
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cated in Fig. 3. The temperatures obtained at these subsurface
positions are extrapolated radially outward to the radius of the
heated surface, r=d/2, applying Fourier’s law of heat conduction
for axisymmetric geometry. The calibration error of the K-type
thermocouples used for the temperature measurements was esti-
mated as *£0.1 K. The head of the heater is topped by a hemi-
spherical cap to avoid separated flow on the cylindrical heater
surface downstream. The cap is made of polytetrafluoroethylene
(PTFE), whose low thermal conductivity should guarantee the
lowest possible heat loss in the axial direction at the top of the
heater.

Surface Types. Three different types of surfaces were consid-
ered in the experimental investigations of subcooled boiling flow.
The unmodified cast iron surface shown in Fig. 4 represents the
reference case. The experiments with this surface, which will be
termed “S0” in the following, represent the conditions typically
found in cylinder heads of internal combustion engines. As seen
from Fig. 4, there are some dendritic segregations of carbides in
the uppermost layers. Apart from these segregation inhomogene-
ities, the superficial microstructure contains no open cavities pen-
etrating from the surface into deeper layers. The two other inves-
tigated surface types were produced by depositing special coatings
on the cast iron ground surface of the reference case (S0). For the
first type of coating (termed surface S1 in the following), mild
steel was sprayed on the ground body using an electric arc spray-
ing technology carried out at Biihrer, Switzerland. The thickness
of the deposited layer is approximately 200 um. As seen from
Fig. 5, this coating technique does not produce a typical granular
or capillary porous microstructure. The surface melt layer contains
some microchannel-type stretched cavities with a thickness of
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Fig. 4 Photomicrograph of the surface S0. The position of the
frame of the micrograph is schematically marked by the
dashed square in the sketch of the cross section of the heated
probe below.

about 1-5 wm, while the remaining structure is very similar to
that of the base material. Due to the big grains of solidified coat-

coating

base material

photomicrograph

coating

base material

cross section

Fig. 5 Photomicrograph of the surface S1. The position of the
frame of the micrograph is schematically marked by the
dashed square in the sketch of the cross section of the heated
probe below.
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base material

coating
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cross section

Fig. 6 Photomicrographs of the surface S2 at two different
resolutions: (a) base material with superficial coating and (b)
detailed view of the coating. The position of the frame of the
micrographs is schematically marked by the dashed square in
the sketch of the cross section of the heated probe below.

ing material on top of the surface, the macroscopic surface rough-
ness is increased significantly. The higher macroscopic surface
roughness can certainly have a strong dynamical effect on the
liquid flow along the surface, such as an increased wall friction.
Its impact on the boiling behavior can be regarded as low though.
As it was also pointed out by Pioro et al. [13], macroscopic rough-
ness is associated with comparatively large cavities. Except for
the case of highly nonwetting fluids, these large macroscopic cavi-
ties are mostly flooded by the liquid and can therefore not act as
effective nucleation sites. Thus, since active nucleation sites can
only be provided by microgeometry elements, which remain un-
flooded due to wettability restrictions of the liquid, it can be ar-
gued that the nucleation site density is unaffected by a change in
the macrostructure of the surface. In effect, the macroscopic
roughness can be regarded as of minor importance for the nucleate
boiling behavior. The second type of coating was produced by
sintering metallic powder on the cast iron ground surface carried
out at BASF AG, Germany. The sinter material was carbonyl—
ultrapure iron powder with a grain size of 3—5 um. The layer
thickness of this coating, which shall be termed “S2” in the fol-
lowing, is approximately 200 um. As seen in Fig. 6, this type of
coating represents a typical granular porous layer. As such, its
porosity is determined by the grain size and the packing density of
the sinter particles. Here, it is estimated as about 40%. While the
microstructure of the surface S2 has been changed completely by
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the porous coating, its macroscopic surface roughness is almost
the same as that of the plain surface SO. Judging from the high
porosity of the surface S2, the large number of fine intergranular
cavities is expected to provide a high density of potential nucle-
ation sites.

3 Experimental Results

Using the experimental setup described above, several flow
boiling curves for the reference surface SO and the two enhanced
surfaces S1 and S2 were measured. In all considered cases, the
working fluid was a mixture of ethylene-glycol and water with a
mixing ratio of 40 vol. % /60 vol. %. The bulk inlet temperature
T, was kept constant at 100°C. The system pressure was set to
p=3.2 bars, which implies a subcooling of AT =TT
=43°C. By varying the electrical input power into the heater, a
maximum wall superheat of AT, =T, —T,=30°C was achiev-
able. The bulk velocity was varied within the range of 0 m/s
<u;,<2.0 m/s. This velocity range corresponds to the Reynolds
number range from 0 to 137,910, which is based on the bulk flow
conditions

Re = Mbdhzdpz 1)
My
where the hydraulic diameter is defined as

dyyg=— = —"———=46.2 mm (2)

and involves the wetted perimeter s,, and the flow cross-sectional
area A. Figure 7 shows the heat flux g,, as a function of the wall
temperature 7, obtained from the measurements for the three
types of surfaces at three different bulk velocities ;. Below the
saturation temperature, 7,,<T,, the approximately linear sec-
tions of the curves indicate pure single-phase convection. In this
nonboiling regime, the surface S1 exhibits the highest convective
heat transfer rates, which becomes especially evident in the high-
est velocity case with u,=1 m/s, where the linear part grows
fastest for S1. This significant increase in the convective heat
transfer can be attributed to the markedly higher macroscopic sur-
face roughness of the coating S1. The large grain-type roughness
elements observed with S1 (see Fig. 5) expectedly increase the
near-wall turbulence, leading to an enhanced convective transport
of heat. Above the saturation temperature 7,,> T, the curves
start to deviate from the linearity associated with the single-phase
convection, which marks the ONB. In this regime, the most out-
standing difference between the uncoated surface SO and the en-
hanced ones, S1 and S2, can be seen here in the levels of the
superheat AT, =T, —T,, at the ONB. The uncoated surface SO
requires much higher superheats for the ONB, and they also
strongly depend on the velocity. As such, they increase from about
AT, =10 K for u,=0.1 m/s to about AT,,=20 K for u,=1 m/s. In
contrast, for both enhanced surfaces S1 and S2, the ONB already
occurs once the wall temperature has reached the level of satura-
tion, 7,,~T,. This significant reduction in the minimum wall
superheat required for all ONB is observed at all velocities. This
effect can be explained by invoking the hypothesis of Afgan et al.
[4] on the boiling process in porous layers shown in Fig. 1 above.
Since the superheat in the deeper regions of the layer is effectively
higher, the bubble nucleation can start in the remote subsurface
microcavities, while the temperature on the upper surface is still
too low for ONB. The incipience of bubble nucleation inside the
deeper subsurface layers also explains the independence of the
ONB of the velocity in comparison to the case with the uncoated
surface SO. At the higher heat fluxes well above the ONB, the
surface S1 provides the highest heat transfer rates. This can be
clearly seen from the superheats AT, being lowest for S1 at a
given heat flux ¢,,. The most intense boiling activity observed for
S1 also manifests itself in the steepest gradient of the boiling
branch, especially in the two cases with the lower velocities. The
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Fig. 7 Experimentally measured flow boiling curves using a
mixture 40 vol % of ethylene-glycol and 60 vol % of distilled wa-
ter as the working fluid at p=3.2 bars, T,=100°C, and three
different velocities of the bulk flow: circles (O), surface S0; dia-
monds (¢), surface S1; squares ([J), surface S2

best boiling performance shown here for S1 is very remarkable in
that the microstructure of S1 is not a typical porous layer, as seen
from Fig. 5. The observed crack-type microchannels protruding
from the surface into deeper layers evidently act as very effective
nucleation sites. The comparison of the two enhanced surfaces, S1
and S2, against each other shows always lower boiling heat trans-
fer rates for S2, although the number of the cavities is consider-
ably higher in the porous layer S2, as shown in Figs. 5 and 6. It
appears that a higher number of cavities does not automatically
lead to a higher boiling heat transfer rate. It is further interesting
to note that, approaching the higher heat fluxes, the flow boiling
curves for the porous surface S2 and the plain surface SO almost
run parallel, which indicates a similar boiling activity on both
surfaces in this region.

4 Modeling of the Wall Heat Flux

Due to the high complexity of the problem involving a great
variety of thermophysical effects that are often hard or even im-
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possible to measure, no rigorous analytical description of the
nucleate boiling process has been developed yet. Therefore, most
state-of-the-art models rely on a good deal of empiricism in terms
of adjustable model parameters. Furthermore, most models do not
explicitly account for the influence of any variation of the total
wall heat flux in the streamwise direction, neglecting the influence
of the thermally nondeveloped heated entrance region, nor for that
of the bubble dynamics on the heat transfer conditions further
downstream.

A large number of the various models proposed for the total
wall heat flux fall into the category of the superposition approach.
This widely used concept, which was introduced by Chen [14],
assumes the total wall heat flux to be linearly composed of a
macroscopic, convective component and a microscopic, nucleate
boiling component, so that are may write

9w =Gconv T dnp (3)

This linear decomposition is attractive for two reasons. First, it
offers much freedom in choosing the most adequate submodels for
each component. Secondly, it provides the correct asymptotics at
the transition to the nonboiling regime, since the nucleate boiling
component g, becomes zero once 7T,,<Ty,, and only the macro-
scopic, single-phase convection ¢, remains.

The macroscopic component is mostly obtained from widely
used correlations for convective channel flow, such as the Dittus—
Boelter correlation. The microscopic contribution is generally
computed using well-established pool boiling models such as
those proposed by Forster and Zuber [15], Cooper [16], Gorenflo
[17], or Rohsenow [18]. Since the boiling activity can be strongly
affected by the flow of the bulk liquid, especially at lower super-
heats, and hence the nucleate boiling contribution ¢, should be
effectively smaller than the pool boiling heat flux, Chen [14]
needed to introduce a flow-induced suppression factor S. The mi-
croscopic contribution is then rewritten as

Gnb = S qnb (4)

where g, is the wall heat flux for pool boiling and the suppres-
sion factor S varies from S=1 to §=0 for increasing flow rates.
Chen’s concept was adopted by many authors using different sub-
models for the pool boiling heat flux and/or different correlations
for the suppression factor S (Campbell et al. [12], Wenzel and
Miiller-Steinhagen [19], Steiner et al. [20], and Liu and Winterton
[21]).

Steiner and Taborek [22] extended Chen’s linear superposition
to a nonlinear or so-called asymptotic addition approach,

qw=(qln + )" m=1 (5)

which was originally proposed by Kutateladze [23] using m=2.
The higher the value of the exponent m, the more weight is put on
the dominant contribution when approaching the asymptotic limit
of the single-phase convection, where g,,— gony»> and the limit of
fully developed boiling, where ¢,,— g,,- In contrast to Chen’s
linear superposition approach, no extra factor is basically needed
here to account for the flow-induced suppression of nucleate boil-
ing. This suppression is inherently provided by the asymptotic
overweighting of the macroscopic (convective) component for
4w — qGeonv depending on m>1. Thus, an appropriate setting for
the exponent m, which is obtained from a best fit to experimental
data, enables one to capture fairly accurately the flow boiling
characteristics near the two asymptotic limits (g,,— gcony and g,,
— qup)> as well as a smooth transition in between. For this obvious
conceptual simplicity, the nonlinear addition approach is used in
the present work as the base model.

Since the present study also considers cases with very low bulk
flow rates, the modeling of the macroscopic (convective) contri-
bution needed in Eq. (5) has to account for the natural convective
heat transfer as well. In analogy to Eq. (5), the nonlinear addition
concept is utilized here again, rewriting the local convective con-
tribution as
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Geon = (e + i)' n=1 (6)
as suggested by Churchill [24]. The empirically obtained exponent
n determines the transition of the mixed convective heat flux to
the limits of pure natural convection and pure forced convection.
The natural convective heat flux g, is calculated following an
approach of Churchill and Chu [25] for vertical heated surfaces,
who introduced the correlations

Nu, ={0.825 + 0.387[Gr Pr f,(Pr)]"}? (7)

where

0.492 9/16 |-16/9
) (8)

fi(Pr) = [1 +<

involving the Grashof, the Nusselt, and the Prandtl number of the
liquid phase as

3
gL Goe L MiCypl
r= BT, —Tys) Nu,.= — Pr=
(m/p)? 0 AT, - Ty N, N

with L the axial extension of the vertical cylindrical heated sur-
face. The natural convective heat flux is finally obtained as

Gne=10.825 +0.387[Gr Pr fl(Pr)]”G}%(Tw — Ty 9)

The heat transfer due to forced convection gg is computed from
the Dittus—Boelter equation

N - M = aRe’Pr¥*
(Tw - Tsys) )\Z

using modified model constants a and b determined from experi-
mental results. The Reynolds number in Eq. (10) is based on the
bulk flow quantities and the hydraulic diameter as defined in Eq.
(1). The forced convective heat flux is then written as

(10)

NllfC =

A
dtc = aRebPrOAd_[(Tw - Th)
hyd

(11)

As already pointed out in the previous section, the coated surface
S1 exhibits a much higher macroscopic roughness than SO and S2.
The latter can both be regarded as hydraulically smooth. The high
roughness strongly enhances the near-wall turbulence, which
leads to an increase in the convective heat transfer, as seen from
the experimental results obtained for S1 (see Fig. 7). The en-
hanced single-phase convection due to the macroscopic roughness
is considered in the present modeling by introducing a correction
factor £ into Eq. (6), which is rewritten as

Geonv = (e + Eq)"" (12)

The correction factor £ is unity for the hydraulically smooth sur-
faces SO and S2, while it assumes values greater than unity for the
hydraulically rough surface S1 depending on the bulk flow veloc-
ity. The individual values £> 1, determined for the corresponding
bulk velocities from a best fit to the experimental data for S1, are
shown in Fig. 8. The exponent n remains 2.5 for all considered
surfaces SO, S1, and S2.

The nucleate boiling contribution needed in Eq. (5) is obtained
using the well-established pool boiling correlation due to Rohse-
now [18],

PP SN
Gy = | 2 ——Pr- — 2| T, = T)"
" hv Csf g(pl_pv) v o

(13)

where Cg; is a model constant depending on the surface-fluid com-
bination. For aqueous solutions, the model parameter 6 is gener-
ally set to zero, which applies to the present working fluid as well.
All other constants (m, n, a, b, Cy, and 7y) are obtained from a best
fit of the total wall heat fluxes computed with the model equations
(5)—(13) to the corresponding experimental results. The model pa-
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Fig. 8 Correction factor £ representing the enhancement of
the convective heat transfer due to the macroscopic surface
roughness of S1 for different bulk velocities u,

rameters obtained for the three considered surfaces (SO, S1, and
S2) are summarized in Table 1.

Figures 9-11 show the boiling curves predicted by the model
using the model parameters listed in Table 1, compared against the
corresponding experimental data for all considered bulk veloci-
ties. The overall agreement is very good for all surfaces. The
relative root mean square errors of the predicted heat fluxes are
&ms=0.81%, 0.58%, and 0.60% for the cases SO, S1, and S2,
respectively. In the case of SO at the lower velocities, the wall
superheats in the ONB region exceed markedly the theoretical
asymptotic limit of the pool boiling curve (denoted by the dashed
line). This feature is not observed in the cases of the coated sur-
faces, where the wall superheats always lie below the asymptotic
limit of pool boiling. The plain surface evidently requires consid-
erably higher superheats for the activation of bubble nucleation
sites at the incipience of boiling (ONB) than the coated surfaces.
The exceeding of the asymptotic pool boiling limit can by defini-
tion not be reflected by the asymptotic superposition given in Eq.
(5). The deviations observed in the region lead to a somewhat
higher overall relative error for SO. Aside from that, the nonlinear,
power-additive formulations used in Egs. (5) and (6) obviously
reflect very well the variety of flow boiling conditions occurring
between the lower limit of natural convection (marked by the
dash-dotted curve) and the upper limit of fully developed boiling,

Table 1 Parameter settings for the proposed model for the in-
vestigated surfaces
Surface
Parameter Equation SO S1 S2
a (10) 0.0447 0.0447 0.0447
b (10) 0.75 0.75 0.75
m (5) 10 1 1
n (6) 2.5 2.5 2.5
Cy (13) 0.0172 0.0108 0.0130
¥ (13) 0.90 0.45 0.85
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Fig. 9 Predicted flow boiling curves for the plain surface S0 at
different velocities of the bulk flow. The symbols denote the
measurements: full line (—), model prediction; dash-dotted line
(-----), natural convection; dashed line (---), pool boiling curve.

which resembles the pool boiling curve (plotted as dashed curve),
considered here. In the case of the plain surface SO, the individual
flow boiling curves strongly converge toward the fully developed
boiling limit. This strong convergence indicates that for the sur-
face SO, the influence of the flow rate decreases rapidly as the wall
superheat increases, so that the boiling curves for the individual
flow rates merge into one common pool boiling branch. In the
power-additive modeling, this asymptotical behavior translates
into a high value of the exponent m=10, which provides the ob-
served dominance of the nucleate boiling contribution together
with a strong reduction of the convective component. As seen
from Fig. 10, the enhanced surface S1 shows very different
asymptotic flow boiling characteristics. The boiling curves ob-
tained for S1 do not merge into the limit of the pool boiling
branch. In the considered range of wall heat fluxes, the convective
mechanism obviously keeps contributing notably to the total heat
transfer. At the same time, the nucleate boiling contributions ap-
pear to be largely unaffected by the flow rate, as seen from the
individual boiling branches, which approximately run parallel to
the pool boiling curve (dashed line). In the present modeling, this
behavior is reflected best by setting the exponent m=1, which
implies a simple linear (Chen-type) addition without any
asymptotic weighting. As such, the formulation provides no flow-
induced suppression of the boiling component at low wall super-
heats. Evidently from the lowest wall superheats, the microstruc-
ture of S1 promotes very robust and stable boiling conditions—
basically resembling pool boiling heat transfer conditions—which
are largely insensitive to flow of the bulk liquid. As seen from Fig.
11, the porous coated surface S2 exhibits a boiling behavior inter-
mediate to that of SO and S1. In contrast to S1, at lower super-
heats, the boiling curves show a notable influence of the velocity.
At higher wall superheats, the boiling curves tend to converge
toward the fully developed boiling curve, but less rapidly than for
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Fig. 10 Predicted flow boiling curves for the porous surface
S1 at different velocities of the bulk flow. The symbols denote
the measurements: full line (—), model prediction; dash-dotted
line (-----), natural convection; dashed line (---), pool boiling
curve.

S0. The model exponent, which is determined for S2 as m=3,
accordingly lies between the values for SO and S1.

The authors are aware of the fact that the very good overall
agreement of the predictions with the experimental data obtained
with the present model strongly depends on the appropriate setting
of the model parameters. Applying a more general type of model
would certainly require a less case-dependent parameter setting.
However, as demonstrated by Pioro et al. [26], a wider applicabil-
ity of a model and/or its parameters generally implies a lower
accuracy of the predictions. This is especially to be expected in
the case of porous coated surfaces, where the highly complex
surface-liquid-vapor interactions have obstructed any detailed
physical description to date. It appeared therefore conceivable to
use the well-established pool boiling correlation due to Rohsenow
[18], who represented all basically unknown surface-fluid effects
by one empirical parameter Cg. This modeling concept has been
proven to be generally the most accurate when applied to plain
metallic surfaces [26]. The present work demonstrated that using
Rohsenow’s correlation in the framework of the power-additive
superposition concept is a very reliable modeling approach for the
case of subcooled flow boiling with automotive coolants on po-
rous coated surfaces as well.

5 Conclusions

Subcooled boiling flow experiments were carried out in a ver-
tical test channel in order to investigate the potential of using
special surface coatings to enhance nucleate boiling heat transfer
rates in automotive engine cooling applications. A mixture of
ethylene-glycol and water with a mixing ratio of
40 vol % /60 vol % was used as the working fluid. Three different
types of surfaces were considered in the experimental investiga-
tions. An unmodified cast iron surface, which can be typically
found in cylinder heads of internal combustion engines, represents
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Fig. 11 Predicted flow boiling curves for the porous surface

S2 at different velocities of the bulk flow. The symbols denote
the measurements: full line (—), model prediction; dash-dotted
line (-----), natural convection; dashed line (---), pool boiling
curve.

the reference case. The two other investigated surface types were
produced by depositing metallic coatings on the ground surface of
the reference case using two completely different coating tech-
niques, which generate very different microstructures. The first
coating consists of a mostly homogeneous solid phase, which is
penetrated by microchannel-type cavities starting from the sur-
face. The second coating is a typical granular porous layer with a
porosity of about 40%.

In comparison to the plain, uncoated surface, the enhanced sur-
faces showed a significant reduction in the minimum wall super-
heat required for the ONB. For both enhanced surfaces, the ONB
already occurs once the wall temperature has reached the satura-
tion level. At higher heat fluxes, the enhanced surface containing
microchannellike cavities penetrating the otherwise mostly solid
base phase exhibits higher heat transfer rates than the granular
porous surface. Thus, the porosity, which is considerably higher in
the granular porous layer, appears not to be the decisive criterion
to enhance the boiling activity. With increasing heat fluxes, the
flow boiling curves for the granular porous and the plain, unmodi-
fied surfaces become almost parallel, which indicates a similar
boiling activity on both surfaces in this regime. The fact that both
types of enhanced surfaces exhibit higher total heat transfer rates
for all superheats compared to the plain reference surface clearly
demonstrates that the concept to enhance the boiling heat transfer
by modifying the microstructure of a heated surface represents a
reliable and promising approach to increase the cooling power in
automotive cooling systems.

In the modeling of the wall heat flux, a superposition approach,
originally developed for flow boiling on plain surfaces, could be
successfully extended to the case with porous coated surfaces. The
nonlinear, power-additive superposition assumed in the present
model was proven to reflect very well the wide range of different
flow boiling conditions observed in the experiments. As such, the
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proposed flow boiling model, which nonlinearly combines the
convective and the nucleate boiling components computed from
well-established correlations, yielded very accurate predictions for
the wall heat flux on all considered surfaces.
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Nomenclature
A = flow cross-sectional area (m?)
a = model constant
a. = side length of the cross section of the test sec-
tion (m)
b = model constant
Cy = model constant
¢, = specific heat capacity at constant pressure
(I/kg K)
d = diameter of the heated surface (m)
hydraulic diameter of the test section (m)
= gravitational acceleration (m/s?)
= specific latent heat (J/kg)
length of the heated surface (m)
model constant
model constant
pressure (bar)
= heat flux (W/m?)
= heat flux (W/m?)
= radius of the heated surface (m)
= suppression factor
wetted perimeter (m)
= temperature (°C)
u;, = bulk velocity (m/s)

[
w2
=%
Il

s s IS
Il

©“
N=
Il

B = coefficient of thermal expansion (K~!)
v = model constant

6 = model constant

A = difference

ms = relative root mean square error (%)

N = thermal conductivity (W/m K)
yn
&
p

= dynamic viscosity (kg/ms)
= correction factor
= density (kg/m?)

Subscripts

b = bulk

conv = convection
fc = forced convection
v = vapor phase
[ = liquid phase
nb = nucleate boiling
nc = natural convection

sat = saturation
sub = subcooling
w = wall

Characteristic Numbers
Gr = Grashof number
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Nu = Nusselt number
Pr = Prandtl number
= Reynolds number

References

[1] Bergles, A. E., and Rohsenow, W. M., 1964, “The Determination of Forced
Convective Surface Boiling Heat Transfer,” ASME J. Heat Transfer, 86, pp.
365-372.

[2] Wang, C. H., and Dhir, V. K., 1993, “Effect of Surface Wettability on Active
Nucleation Site Density During Pool Boiling of Saturated Water,” ASME J.
Heat Transfer, 115, pp. 659-669.

[3] Basu, N., Warrier, G. R., and Dhir, V. K., 2002, “Onset of Nucleate Boiling
and Active Nucleation Site Density During Subcooled Flow Boiling,” ASME
J. Heat Transfer, 124, pp. 617-728.

[4] Afgan, N. H., Jovic, L. A., Kovalev, S. A., and Levykov, V. A., 1985, “Boiling
Heat Transfer From Surfaces With Porous Layers,” Int. J. Heat Mass Transfer,
28, pp. 415-422.

[5] Kim, J. H., Rainey, K. N., You, S. M., and Pak, J. Y., 2002, “Mechanism of
Nucleate Boiling Heat Transfer Enhancement From Microporous Surfaces in
Saturated FC-72,” ASME J. Heat Transfer, 124, pp. 500-506.

[6] Rainey, K. N., You, S. M., and Lee, S., 2003, “Effect of Pressure, Subcooling
and Dissolved Gas on Pool Boiling Heat Transfer From Microporous Surfaces
in FC-72,” ASME J. Heat Transfer, 125, pp. 75-83.

[7] Rainey, K. N., Li, G., and You, S. M., 2001, “Flow Boiling Heat Transfer
From Plain and Microporous Coated Surfaces in Subcooled FC-72,” ASME J.
Heat Transfer, 123, pp. 918-925.

[8] Memory, S. B., Sugiyama, D. C., and Marto, P. J., 1995, “Nucleate Pool
Boiling of R-114 and R-114-Oil Mixtures From Smooth and Enhanced
Surfaces—I. Single Tubes,” Int. J. Heat Mass Transfer, 38, pp. 1347-1361.

[9] Hsu, Y. Y., 1962, “On the Size Range of Active Nucleation Cavities on a
Heating Surface,” ASME J. Heat Transfer, 84, pp. 207-216.

[10] Finlay, I. C., Boyle, R. J., Pirault, J. P, and Biddulph, T., 1987, “Nucleate and
Film Boiling of Engine Coolants Flowing in a Uniformly Heated Duct of
Small Cross Sections,” SAE Technical Paper No. §70032.

[11] Kandlikar, S. G., and Bulut, M., 2003, “An Experimental Investigation on
Flow Boiling of Ethylene-Glycol/Water Mixtures,” ASME J. Heat Transfer,
125, pp. 317-325.

[12] Campbell, N. A. F.,, Hawley, J. G., Robinson, K., Joyce, S., and Haigh, M.,
2002, “Predictions for Nucleate Boiling—Results From a Thermal Bench
Marking Exercise at Low Flows,” SAE Congress, Detroit, MI, March 4-7,
Paper No. 2002-01-1028.

[13] Pioro, L. L., Rohsenow, W., and Doerffer, S. S., 2004, “Nucleate Pool-Boiling
Heat Transfer. I: Review of Parametric Effects of Boiling Surface,” Int. J. Heat
Mass Transfer, 47, pp. 5033-5044.

[14] Chen, J. C., 1963, “A Correlation for Boiling Heat Transfer to Saturated Fluids
in Convective Flow,” ASME Paper No. 63-HT-34.

[15] Forster, H. K., and Zuber, N., 1955, “Dynamics of Vapor Bubbles and Boiling
Heat Transfer,” AIChE J., 1, pp. 531-535.

[16] Cooper, M. G., 1984, “Nucleate Pool Boiling Using Reduced Properties,” Adv.
Heat Transfer, 16, pp. 157-239.

[17] Gorenflo, D., 1988, Behidiltersieden, VDI, Diisseldorf.

[18] Rohsenow, W. M., 1952, “A Method of Correlating Heat Transfer Data for
Surface Boiling of Liquids,” Trans. ASME, 74, pp. 969-975.

[19] Wenzel, U., and Miiller-Steinhagen, H., 1994, “Heat Transfer to Mixtures of
Acetone, Isopropanol and Water Under Subcooled Flow Boiling Conditions—
II. Predictions of Heat Transfer Coefficients,” Int. J. Heat Mass Transfer, 33,
pp. 185-194.

[20] Steiner, H., Kobor, A., and Gebhard, L., 2005, “A Wall Heat Transfer Model
for Subcooled Boiling Flow,” Int. J. Heat Mass Transfer, 48, pp. 4161-4173.

[21] Liu, Z., and Winterton, R. H. S., 1991, “A General Correlation for Saturated
and Subcooled Flow Boiling in Tubes and Annuli Based on a Nucleate Boiling
Equation,” Int. J. Heat Mass Transfer, 34, pp. 2759-2766.

[22] Steiner, D., and Taborek, J., 1992, “Flow Boiling Heat Transfer in Vertical
Tubes Correlated by an Asymptotic Model,” Heat Transfer Eng., 13, pp. 43—
69.

[23] Kutateladze, S. S., 1963, Fundamentals of Heat Transfer, Arnold, London.

[24] Churchill, S. W., 1972, “Comprehensive Correlating Equations for Heat, Mass
and Momentum Transfer in Fully Developed Flow in Smooth Tube,” Ind. Eng.
Chem. Fundam., 15, pp. 789-900.

[25] Churchill, S. W., and Chu, H. H. S., 1972, “Correlating Equations for Laminar
and Turbulent Free Convection From a Vertical Plate,” Int. J. Heat Mass Trans-
fer, 18, pp. 1823-1829.

[26] Pioro, L. L., Rohsenow, W., and Doerffer, S. S., 2004, “Nucleate Pool-Boiling
Heat Transfer. II: Assessment of Prediction Methods,” Int. J. Heat Mass Trans-
fer, 47, pp. 5045-5057.

JANUARY 2008, Vol. 130 / 011501-9



Manish Mishra’

Department of Mechanical Engineering,
National Institute of Technology,

Raipur (formerly Government Engineering
College, Raipur), India 492001

e-mail: mishra_md@yahoo.com

P. K. Das

Department of Mechanical Engineering,
Indian Institute of Technology,
Kharagpur, India 721302

e-mail: pkd@mech.iitkgp.eret.in

Sunil Sarangi

Cryogenic Engineering Centre,
Indian Institute of Technology,
Kharagpur, India 721302

g-mail: ssarangi@nhijli.iitkgp.ernet.in

Introduction

The thermo-hydraulic theory of two-fluid exchangers is well
developed and available in the standard literature [1]. The well-
established algorithm for the thermal design of a two-fluid heat
exchanger, however, has no equivalent when the physical situation
implies more than one thermal communication, such as heat losses
to the ambient and the introduction of a third fluid.

Most heat exchanger applications in the process, power, trans-
portation, thermal energy recovery, electronics, and aerospace in-
dustries involve transfer of thermal energy between two fluids
through one thermal communication. However, in recent years
some processes with heat transfer between three fluids have be-
come important. Three-fluid and multi-fluid heat exchangers are
widely used in cryogenics and different chemical processes, such
as air separation, helium separation from natural gas, purification
and liquefaction of hydrogen, and ammonia gas synthesis. Three-
fluid heat exchangers allow a more compact and economical de-
sign also in various other applications.

A wide literature is available on the steady state behavior of
three-fluid heat exchangers. A pioneering effort [2] in analyzing
crossflow problem considering it to be a case of heat transfer with
three heat agents or streams has been given. There was another
work by Sorlie [3] among the first few, developing a general
theory for two-temperature effectiveness of three-fluid heat ex-
changers of parallel and counter flow type. Extending the work of
Sorlie [3], an analytical relationship was developed by Aulds and
Barron [4] between the design variables for a general three-fluid
heat exchanger with three thermal communications. Due to the
complexity involved with the addition of other operating condi-
tions, a numerical method was used by Barron and Yeh [5] for
obtaining the temperature distribution and heat exchanger effec-
tiveness of counter-current three-fluid heat exchangers that in-
cluded the effect of longitudinal conduction of both the separating
walls. Sekulic and Kmecko [6] analyzed the performance of three-
fluid parallel stream heat exchangers on the basis of effectiveness
and compared four possible arrangements of combining the
streams with two thermal communications. Willis and Chapman
[7] made an effort to present the performance of a three-fluid
crossflow heat exchanger graphically in terms of the temperature
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Dynamic Behavior of Three-Fluid
Crossflow Heat Exchangers

A transient temperature response of three-fluid heat exchangers with finite and large
capacitance of the separating sheets is investigated numerically for step, ramp, exponen-
tial, and sinusoidal perturbations provided in the central (hot) fluid inlet temperature.
The effect of two-dimensional longitudinal conduction in the separating sheet and of
axial dispersion in the fluids on the transient response has been investigated. A compari-
son of the dynamic behavior of four possible arrangements of three-fluid crossflow heat
exchangers has also been presented. [DOI: 10.1115/1.2401616]

Keywords: axial dispersion, finite difference, longitudinal conduction, three-fluid heat
exchanger, transient behavior

effectiveness. An exact analytical solution of three-fluid crossflow
heat exchangers was first tried by Baclic et al. [8] for unmixed
flow arrangements using Laplace transforms. Sekulic and Shah [9]
gave a very comprehensive review of methodologies for analyzing
the steady state performance of three-fluid heat exchangers. The
effect of longitudinal conduction in wall on the thermal perfor-
mance of three-fluid crossflow heat exchanger was numerically
calculated by Yuan and Kou [10]. Later, three arrangements of
different repetitive patterns were analyzed [11] in terms of overall
heat recovery and uniformity of preheating on three fluid streams.
The effect of wall longitudinal conduction on thermal perfor-
mance of three-fluid crossflow heat exchangers under steady state
was again investigated by Yuan and Kou [12], and the three ar-
rangements of the fluid streams were compared. Yuan and Kou
[13] further investigated the entropy generation in a three-fluid
crossflow heat exchanger in the presence of wall longitudinal con-
duction using a numerical technique.

Although heat exchangers mostly operate under steady state
conditions, steady state analysis is not adequate for situations like
start-up, shutdown, failure, and accidents. The transient response
of heat exchangers needs to be known for designing control strat-
egies and for taking care of thermal stresses in mechanical design.
This has been motivation for the determination of transient tem-
perature fields and a few analytical and semi-analytical works
[14,15] have also been performed on dynamic behavior of three-
fluid heat exchangers.

In the present work, the transient temperature response of the
three-fluid crossflow heat exchanger having large and finite core
capacity with all the fluids unmixed is investigated numerically
for step, ramp, exponential, and sinusoidal perturbations provided
in the central fluid inlet temperature. The four possible arrange-
ments [9] for three-fluid crossflow heat exchangers (Fig. 1) have
also been compared.

Mathematical Modeling

A direct-transfer, three-fluid, crossflow plate-fin heat exchanger
is shown schematically in Fig. 2(a). For the mathematical analysis
the two separating sheets having one fluid on either side are taken
separately. The following assumptions are made for the analysis.

1. All the fluids are single phase, unmixed, and do not contain
any volumetric source of heat generation.

2. The thermo-physical properties of the fluid streams and the
walls are constant and uniform.

3. The central fluid is either the hottest or the coldest fluid.
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heat exchanger [9]

4. The exchanger shell or shroud is adiabatic and the effects of
the asymmetry in the top and bottom layers are neglected.

5. Flow is well mixed in any of the passages, so that variation
of temperature and velocity in the fluid streams in a direc-
tion normal to the separating plate (z direction) are negli-
gible.

6. The primary and secondary areas of the separating plates
have been lumped together, so that the variation of wall
temperature is also two-dimensional.

7. Transverse conduction through fins between adjacent sepa-
rating sheets is neglected. This implies there will be a tem-
perature extremum in the fin temperature profile [16].

8. The thermal resistances on both sides, comprising film heat
transfer coefficients of primary and secondary surface and
fouling resistance, are constant and uniform.

9. Heat transfer area per unit base area and surface configura-
tions are constant.

separating sheets
with fins

Fluid ¢
(b) Separating Sheet w1 Fluid a
{MC)us
(MhA)ew
Fluid b
(NhA)ewe
(Mc)we
Separating Sheet w2
Fluid ¢

Fig. 2 Schematic representation of (a) flow and separating
sheet with fins and (b) distribution of convective resistance of
fluid b and the heat capacity of the separating sheet with fins
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Four possible arrangements for three-fluid single-pass crossflow

10. Transverse thermal resistance of the separating sheets in a
direction normal to it (z direction) is negligible.

Due to the introduction of a third fluid, the process of energy
exchange in a three-fluid heat exchanger is more complex com-
pared to that in a conventional heat exchanger. The central fluid
stream exchanges heat simultaneously with two adjacent streams.
The exact distribution of this thermal energy plays an important
role in steady state as well as in the dynamic behavior of the heat
exchanger. This distribution depends upon the conditions of all
three fluids and the total area associated with them. As the thermo-
physical properties of the top and the bottom fluid streams may be
different in a general situation, it is likely that the two separating
sheets will have different temperatures, and the fins in the central
passage will have an asymmetric temperature profile. This indi-
cates that the central stream may transfer heat to the top and the
bottom separating sheets at different rates. To take care of this
phenomenon it is assumed that part of the secondary surface is
associated with the top separating sheet (wl), and the rest is as-
sociated with the bottom separating sheet (w2). This idealization
is depicted in Figs. 2(a) and 2(b).

Assuming (7hA),.,,; and (7hA),.,» are the convective conduc-
tances associated with the top and the bottom separating sheet,
respectively, the following relationship can be obtained

1 1 1
+ =
(9hA)poyy1  (9hA)y_yn  (mhA),

A nondimensional parameter ¢ as defined in Eq. (2) may be in-
troduced.

(1)

( nhA)b—wl _ l ( nhA)h—WZ _ 1

(phA), — ¢ (7hA), — (1-¢)

Proceeding with the same logic, it may be assumed that the total
thermal capacity of the separating sheets is also distributed among
the upper and lower sheets in the ratio ¢ and (1), respectively.

2)

(Mc)wl + (MC)WZ = (Mc)w (3)
Then,
(Mc)wl _ (MC)WZ _ _
Wo), - ¢ and Mo, (1-4) 4)

Based on the above assumptions and idealizations, the conser-
vation of energy for the three fluid streams and the two separating
sheets can be expressed in nondimensional form for an infinitesi-
mal small control volume as follows.

For fluid streams a, b, and ¢ one gets Egs. (5)—(7), respectively.

v, dT, . E,dT, N,E,d&T,
JaZla_po o _Zea Dala®
R, 00 " R,, Y  Pe,R,, JY>

(5)
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T, 1 aT,, N, &T,
Vi—=—(T,,, - T, + T,o-T
90 ¢( wl b) (f))( w2~ h) X Peb (9X2
(6)
When fluid ¢ is moving in the x direction
V. T, E,dT. N, E.,dT.
THZ TC — o, Tt & 2 (761)
Rch d0 R(/) X Pe Rcb X
When fluid ¢ is moving in the y direction
V. T, E,,dT, N, Ey T,
=TT, — —t —a=dh ¢ (7b)
R,, 30 R, Y  Pe.R., dY

Similarly for the two separating sheets wl and w2, heat conduc-
tion equations are given in Egs. (8) and (9), respectively.

aT,, 1 ﬁszl &+ T,
=Rab(Ta_Twl)+_( ul)+)\ Na )\N 2
90 ® aY
(®)
1 &ZTM
1- = T,-T,,)+R.,(T.— + AN,
( 0 (1 _ ¢)( b w2) Lb( c 2) a
azTWZ
+\N, 7 ©)

Here Pe is the axial dispersive Peclet number given by
(mc)L/A.D, where D is the diffusion coefficient of the fluid rep-
resentative of the effect of axial dispersion.

It may be noted that five nondimensional parameters for the
steady state performance of a three-fluid heat exchanger were
specified in an earlier work [9]. On the other hand, one needs nine
nondimensional parameters, namely NTU, E,_,, E._,, R,_,, R._,
Vap.er and T ;,. The extra parameters are necessary in the present
case to take care of the thermal capacity of the fluid streams and
the separating sheets.

Further, one can introduce the number of transfer units (NTU)
for the three-fluid heat exchanger and replace Na in terms of
NTU. Conventionally NTU for the three-fluid heat exchanger is
defined considering the thermal interaction of the central fluid
stream with any one of the streams [9]. According to this conven-
tion NTU can be defined as follows

1 1 -1
NTU= [(mc)“((nhA)b_wl ’ (nhA)u)]

(10)

1 —c( ) 1 )
o NTU T T\ (), T (),

From the definition of R,_, and E,_, it can be shown that

1
Ra—b> (11)

Equations (5)—(9) are subjected to the following initial and bound-
ary conditions

Na= Ea_bNTU( b+

T,X,Y,0)=Ty,(X,Y,0)=T.(X,Y,0)=T,,,(X,Y,0)=T,,(X,Y,0)
=0 (12)
T, (X,Y,6) N aT,, (X,Y, 6) _ T, (X,Y,60)
X X=0 - 2.4 X=N, - 24 Y=0
JT,,(X,Y,0
— w]( ) _ 0 (13)
24 Y=N

a
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ITLX.Y.0)|  IT,.(X.Y,6) AT, »(X,Y, 6)
24 X=0 - oX X=N, - Y Y=0
aT,,(X,Y, 0
— M =0 (14)
ﬁY Y=N”
T,X,0,0)=T,;,=0 (15)
JaT,(X,Y,0
M =0 (16)
24 Y=N,
T,(0,Y,6) =T}, ;, = $(6) (17)
JT,(X,Y,0
M =0 (18)
2.9 X=N,
C, ln(X Y 0) L in (19)

where T, ;, is T.(0,Y,6), T.(N,,Y,0), T(X,N,, 6), and T.(X,0, 6)
for the arrangements C1, C2, C3, and C4, respectively.
When fluid ¢ flows in the x direction

IT,(X,Y,6)

=0,
X

X=Z

(20a)

where Z=Na and 0 for the arrangements C1 and C2, respectively.
When fluid ¢ flows in the y direction

IT.(X,Y,6)

=0, 200
pre (200)

Y=2

where Z=0 and Na for the arrangements C3 and C4, respectively.

Equations (5)—(9) along with the boundary conditions (12)—(20)
give the complete formulation of a three-fluid crossflow heat ex-
changer. Solution of this set of equations will give the dynamic
performance of heat exchanger once the nine basic input param-

eters NTU, E,_, E._;, R, Rc—p, Vypo» and T, ;,, along with the

two additional parameters Pe,;, and A, are specified. Here d(0)
is the perturbation given to the inlet temperature of the central
fluid, T} ;,. In the present investigation, the following perturba-
tions have been considered.

1, for step input
[ af, 0=1, ] ,

- for ramp input
d(O=9L1, 6>1, (21)
1—e 99, for exponential input
sin (af), for sinusoidal input

where « is assumed to be unity.

Method of Solution

The conservation equations are discretized using the finite dif-
ference technique. The forward difference scheme is used for time
derivatives, while the upwind scheme and central difference
scheme are used for the first and second order space derivatives,
respectively [17]. The difference equations along with the bound-
ary conditions are solved using the Gauss-Seidel iterative tech-
nique. The convergence of the solution has been checked by vary-
ing the number of space grids and size of the time steps. The
solution gives the two-dimensional temperature distribution for all
three fluids as well as for the separator plate. Additionally one
may calculate the mean exit temperatures as follows
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0.604 Fluid ¢
0.56
3’- 0.52 1 Easzcb=1 ? Rab=Rcb=1
= : A=1/Pe=0, ¢=y=0.5
= 0-48‘_ Tc,=0.5
3
=" 0'44-_ © Analytical solution [7] ‘
-%‘,_ 0.40-
=" oc36-
0.32—-
0.28—-
1 2 3 4 5
NTU

Fig. 3 Validation of the numerical results with the analytical
steady state solutions [8]

Na Na
f T, exu dy f Ty o0 dx
— 0 — 0
-0 ——
f v dx
0
Na
f Tc,exw dy/
0
Na
f wdy'
0

where y'=x or y at E_,—E.,=1, depending upon the direction of
flow of fluid c.

and T, .= (22)

Results and Discussions

To check the validity of the numerical scheme, the solution for
the steady state condition for the arrangement C4 R,,=R.,=1,
V=A=0, Pe=, T,;,=0, T;;,=1, and T, ;,=0.5 was compared
with the analytical solutions [8]. Excellent agreement was ob-
served as shown in Fig. 3.

The transient behavior of the three-fluid crossflow heat ex-
changer has been studied for different excitations given to the
central (hot) fluid inlet temperature. Performance of the heat ex-
changer was studied over a wide range of parameters as well as
for sufficient time duration so that steady state conditions are ob-
tained for each individual excitation. Some of the salient results
are discussed in the next sections.

Case I: Heat Exchanger With Large Core Capacity in the
Absence of Core Longitudinal Conduction and Axial
Dispersion. Though the formulation has been done for a general-
ized case, an example has been taken where the core capacity is
large. This makes V,=V,=V_.~0, and the results are applicable to
gas-to-gas heat exchangers.

Figures 4(a)-4(c) exhibit the performance of the heat ex-
changer at NTU=1, 5, and 10 for step, ramp, and exponential
inputs, respectively. In all the cases, the steady state exit tempera-
ture is reached by the three streams within a small time interval at
NTU=1. However, the difference of mean exit temperatures (at
steady state) is the maximum in this case with the bottom and the
upper layers having the maximum and the minimum values of
temperature, respectively. This is a common trend for step, ramp,
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and exponential excitations as depicted in Figs. 4(a)-4(c),
respectively.

The time required to reach the steady state increases with the
increase of NTU. Nevertheless, with the increase of NTU, equal-
ization of temperature between different streams takes place as
more area for heat transfer is available. The temperature differ-
ence between the coldest stream and the hottest stream decreases
at any time interval. Further, the exit temperatures of the two
extreme fluid layers become identical from the very beginning
even at NTU=35. It may be noted that, although the inlet tempera-
ture of fluid a is lower than that of fluid b, its exit temperature is
higher than that of fluid b at higher NTUs.

For a sinusoidal variation of the inlet temperature of the central
fluid, two different NTUs, 1 and 5, have been considered, and the
results are depicted in Fig. 4(d). At lower NTU, steady state is
reached early even in the case of sinusoidal excitation as the pre-
vious cases. The time lag of oscillations increases with the in-
crease in NTU. All the temperature responses have a periodic
nature whose amplitude and frequency vary with time and attain a
constant value once steady state is reached. At steady state the
mean exit temperatures of all three fluid streams have a steady
periodic nature, which can be described by a suitable sine func-
tion. This fact may be appreciated from Fig. 5. Here all the mean
exit temperatures of the three fluids have been plotted as functions
of the inlet temperature of the central fluid. Near the steady state,
three Lissajous figures of elliptic shapes are obtained for the three
exit temperatures. This indicates that the mean temperatures at
outlet are also experiencing a sinusoidal variation with the same
frequency as T, ;, but with different amplitudes. Therefore, for a
sinusoidal excitation of the central fluid, Fig. 5 provides a very
convenient and concise way of determining the response of all
three fluid streams under steady state conditions.

The effect of the conductance ratio on the mean exit tempera-
ture of the three fluids is depicted in Fig. 6. Although the conduc-
tance ratio does not have any effect on the steady state perfor-
mance of the heat exchanger, its effect should not be neglected
during the transients. From Fig. 6, it may be noted that a lower
value of the conductance ratio increases the time to reach the
steady state and the effect is more pronounced in the central fluid
stream.

Case II: Heat Exchanger With Finite Core Capacitance,
Core Longitudinal Conduction, and Axial Dispersion. In the
second case the transient behavior has been investigated with the
introduction of the heat capacity ratio (V), two-dimensional lon-
gitudinal conduction in the separating sheets, and axial dispersion
in the fluids.

Because the step, ramp, and exponential responses give similar
behavior as observed earlier, only a step excitation has been con-
sidered for further analysis. Similar to the previous case, arrange-
ment C4 only has been considered for the effect of various
parameters.

The effect of longitudinal conduction in a heat exchanger core
has been studied next. The exit temperature responses of the three
fluids are depicted in Fig. 7. Initially, the temperature of the hotter
fluids b and ¢ decreases with an increase in longitudinal conduc-
tion, showing a reduction in the mean exit temperatures. The ef-
fect is not comparably significant on the lower temperature fluid
(fluid a). However, in the latter part of the transient period, per-
formance of the fluids in the upper and lower layers deteriorates.
The change in the performance of the middle layer fluid is insig-
nificant near steady state.

The effect of axial dispersion on the step response of the three
fluids for arrangement C4 has been depicted in Fig. 8. It shows
that the increase of axial dispersion (decrease in Pe) adversely
affects the performance of the heat exchanger. The mean exit tem-
perature of the hotter fluids (fluids » and c¢) increases, and there is
reduction in that of the cold fluid (fluid @). The difference is larger
at smaller Pe, and it decreases with an increase in Pe. Practically,
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Fig. 4 Effect of NTU on (a) step, (b) ramp, (c) exponential, and (d) sinusoidal response for three-fluid crossflow heat ex-
changer with large core capacity in the absence of longitudinal conduction and axial dispersion

above Pe=20, the effect of axial dispersion is not very significant,
and the difference in the performance is very small.

Comparison of Different Arrangements. A dynamic analysis
of different arrangements of a three-fluid single-pass crossflow
heat exchanger for step disturbances in the central fluid stream has
been conducted and is depicted in Fig. 9. It shows that for the
central (hot) fluid, the mean exit temperature can be given in
decreasing order as C2>C3>C4>C1 (Fig. 9(b)). For the upper
and lower fluids, the mean exit temperature decreases as C4
< C1<(C2<C3 (Figs. 9(a) and 9(c)). However, the differences in
the mean exit temperature between arrangements C2 and C3, and
between C1 and C4, are very small for all three fluids. The selec-
tion of the arrangements can be done on the basis of the relative
importance of the fluids. For the central (hot) fluid, arrangements
C2 and C3 are better where all the fluid combinations are either
cross or counter. However, arrangements C1 and C4 are better for
the cold fluids (fluid a and fluid c). Between the cross-co-current
(C4) and the cross-counter-current (C3) heat exchangers, C4 per-
forms better if the cold fluids are the desired fluids. This has also
been proved earlier by the steady state analysis [6,18]. The behav-
iors for ramp and exponential inputs are similar to that for a step
input because of the specific nature of the input functions.
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¢=y=E_,=E_ =05,V =V,=V=0,R_=R =2, T_=1.0
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T
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Fig. 5 Steady state variation of mean exit temperature of the
three fluids with respect to the hot fluid inlet temperature for
sinusoidal excitation
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Fig. 7 Effect of longitudinal conduction on step response of
mean exit temperature of the three fluids for arrangement C4

| NTU=1,T, =10, E =E =o=y=05, R =R =2, V,, =1, xwzoozsj

I A
N ) Tc,ex
5 08 »—f———‘)——> o
(3]
=
~ 064
3
g
- / =
. o f . oo
=" WILF L e
0.2 Ll
—-% - Pe=1
--O--Pe=5
Step Response - p2=20
0.0 : T r T T
0 1 2 3 4

Time -6

Fig. 8 Effect of axial dispersion on step response of mean exit
temperature of the three fluids for arrangement C4

011801-6 / Vol. 130, JANUARY 2008

0.5+
0.4 4
T 0.3
a,ex
q Arrangement
02 ——C1
’ —0—C2
i —&—(C3
6.1 c4
) T =05 NTU=V_, =1
(|)=\|1=Ea =EG_ =0.5, Ra =Ro— =2
0.0 —— Al .
0.0 0.5 1.0 1.5 2.0 25 3.0
Time -6
0.7
0.6 -
0.5
T o044
Tb,ex ]
03 Arrangement
’ ——<C1
] —Cc—C2
0.2 —A— (3
j ——C4
019 T =05 NTU=V_ =1
] o=y=E_,=E_ =05, R_ =R =2
0.0 . T . T . T . T T T T
0.0 0.5 1.0 15 2.0 25 3.0
Time -6
0.8
0.7 o
0.6
- 0.5+
Tc,ex 0.4
] Arrangement
034 ——C1
) —0—C2
02 —A—C3
) ——C4
0.1+ T,.=0.5, NTU=v_ =1
1 o=y=E_=E =05, R =R =2
0.0 T T T T T T T > - T T u T b'

T —
0.0 0.5 1.0 1.5 20 25 3.0 35 4.0

Time -6

(c)

Fig. 9 Comparison of the four possible arrangements of three-
fluid crossflow heat exchanger for step response. (a) fluid a,
(b) fluid b, and (c¢) fluid c.

Conclusion

In the analysis, a typical case of three-fluid crossflow heat ex-
changer with large core capacity is analyzed based on a finite
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difference technique. The analysis has been extended to finite core
capacity in the presence of core longitudinal conduction and axial
dispersion. In general, it has been seen that at low NTU the heat
exchanger reaches the steady state within a small interval of time,
whereas at high NTU the temperature difference between the
streams decreases. In the case of a sinusoidal excitation, the exit
temperatures initially show unsteady periodic behavior. Gradually
this becomes steady while the frequency ultimately reaches the
frequency of the input excitation. It has been shown that the func-
tional dependence of exit temperatures on the inlet excitation can
be depicted with the help of Lissajous plots under steady state.
Different arrangements for single pass crossflow heat exchangers
have also been compared.

Although the numerical solution considered above has been ap-
plied to a few typical examples, other cases of transient heat trans-
fer in three-fluid heat exchangers can also be analyzed. Moreover,
from the given analysis one can determine the transient behavior
of the core temperature at different time instants, which may be
needed for mechanical design and calculation of thermal stresses.

Nomenclature
A, Ayr = heat transfer area, m
A, flow area, m>
C = heat capacity rate (mc), W/K
¢, Cp = specific heat, J/kg-K
Cl, C2, C3,
C4 = crossflow arrangements
D diffusion coefficient, W/m-K
= capacity rate ratio=(mc), ./ (mc),
heat transfer coefficient, W/m?2-K
thermal conductivity of the separating sheet,
W/m
L = heat exchanger length, m
M = mass of the separating sheet, kg
m
Na

2

)
?
> S >
I

= mass flow rate of fluid, kg/s
= (nhA/me),
NTU = number of transfer units, (UA),_,/ (mc),
Pe = axial dispersive Peclet number=(mc)L/A D
Q, g = rate of heat transfer, W
R, .—p = conductance ratio=(nhA), ./ (7hA),
(UA)afb/(UA)cfb
T = dimensionless
temperature:([_ta,in)/(tb,in_ta,in)
= temperature

dimensionless mean temperature

mean temperature

overall heat transfer coefficient, W/m?-K
velocity of flow, m/s

heat capacity ratio=LA_pc/Mc,,

= (mhA/mc)x/L,=Na(x/L,)

= (9hA/mc)py/L,=Na(y/Ly)

=
<

<< E SN~
I

Greek Letters
6 = equivalent thickness of the separating sheet, m
= overall surface efficiency
= (nhA),7/(Mc),,, dimensionless time
= longitudinal heat conduction parameter, A,
=koLy/L(mc)p, Ny=kOL,/L,(mc),

o3
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w4 = dynamic viscosity, N-s/m?>
p = density, kg/m3
T = time, S
&(-) = perturbation in hot fluid inlet temperature
¢ = (9hA)p_yi/ (7hA),,
lﬁ = (Mc)wl/(Mc)w
Subscripts
a, b, ¢ = fluid streams a, b and ¢
¢, h = cold and hot side
ex = exit
i,in = inlet
max = maximum
mean = mean value
min = minimum
o,out = exit/outlet
w = separating wall
1,2 = state 1 and 2
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Film Cooling and Heat Transfer
on Two Cutback Trailing Edge
Models With Internal Perforated
Blockages

Experiments to study heat transfer and film cooling on the cutback trailing edge of a
turbine blade with slot ejection were performed. Heat transfer from two rows of perfo-
rated blockage inserts for lateral impingement on the coolant channel walls prior to
coolant ejection into the freestream was also investigated. The internal test geometry is
similar to the crossover impingement hole design used in modern gas turbine blades for
trailing edge cooling. A liquid crystal technique based on hue value detection was used to
measure the heat transfer coefficient on a trailing edge film-cooling model with slot
ejection and an internal model with perforated blockage inserts. It was also used to
determine the film effectiveness on the cutback trailing edge. For the internal model with
the perforated blockage inserts, Reynolds numbers based on the hydraulic diameter of
the slot and exit velocity were 5000, 10,000, 20,000, and 30,000 and corresponding
coolant-to-freestream velocity ratios ranged from 0.26 to 1.83 for the external model with
slot ejection, respectively. The experiments were performed for two different designs, 1
and 2, with Design 1 incorporating two different configurations with a staggered/inline
slot exit arrangement and Design 2 with a staggered slot exit arrangement. Both designs
utilized a 90 deg flow turn into the blockage inserts as an entrance to the test section to
simulate a realistic blade passage design. Results show that the internal design geometry
of the trailing edge and Reynolds numbers can affect heat transfer in an internal model
with perforated blockage inserts. Design 2 with a wider entrance channel and a sloped
land near the ejection slots provided low heat transfer coefficients in the internal as well

as external model but gave higher film-cooling effectiveness from slot ejection.
[DOI: 10.1115/1.2780174]

Introduction

Thermodynamic analysis of gas turbines shows that the thermal
efficiency and power output can be increased with higher turbine
inlet temperatures. Modern gas turbines try to approach these high
temperatures (~1500°C) to improve performance but are limited
by the maximum allowable thermal stresses for the blade material.
Usually, several cooling techniques, such as internal convective
cooling and film cooling on the blade exterior, are used to cool the
hot blade to increase its low cycle fatigue life. One of the hardest
regions to cool is the trailing edge as it must be thin to reduce
aerodynamic losses. This conflicts with blade cooling design re-
quirements as enough coolant cannot be channeled into a thin
trailing edge. Additional constraints due to structural integrity and
manufacturing difficulty for internal cooling passage geometry in
this thin section also arise. One of the cooling techniques fre-
quently used by turbine designers for the trailing edge is using
spanwise slots to provide film cooling, which are obtained by
removing material from the pressure side surface. Pin fins or
blockage inserts similar to those used in the present study have
also been used to enhance heat transfer in the internal coolant
channels for the trailing edge.

Several studies have been performed for aerodynamics and
film-cooling effectiveness by slot injection on the trailing edge.
Uzol et al. [1] studied discharge coefficients from a cutback trail-
ing edge with several cutback lengths, spanwise rib spacing,
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freestream Reynolds number, and chordwise rib length. Aerody-
namic loss characteristics using particle image velocimetry (PIV)
flow measurement technique was studied by Uzol and Camci [2]
for different ejection rates and cutback lengths. In a study by
Telisinghe et al. [3], total pressure losses from a conventional
trailing edge and a cutback trailing edge were found to be similar.
An experimental and numerical investigation for trailing edge slot
injection was performed by Holloway et al. [4,5] under realistic
engine flow conditions. Periodic vortex shedding from the pres-
sure side lip was found to cause a relatively fast decay in film-
cooling effectiveness on the cutback portion of the trailing edge
for larger lip thicknesses. The effect of complex three-dimensional
slots obtained by using closely spaced spanwise rib partitions on
adiabatic film-cooling effectiveness was studied by Martini and
Schulz [6] on a cutback trailing edge. Experiments were per-
formed for a large scale trailing edge model with low-speed, hot
mainstream air. This resulted in a coolant-to-mainstream density
ratio of 1.5. Grouping of coolant jets was observed resulting in
local hot spots. Martini et al. [7,8] in two papers did experimental
and numerical investigations on film cooling and heat transfer for
the same experimental setup described earlier. Effect of cooling
geometry (spanwise ribs and pins) prior to coolant injection into
the mainstream was investigated. The observed fast decay in film-
cooling effectiveness was attributed to vortex shedding from the
pressure side lip similar to that observed by Holloway et al. [4,5].
Rib arrays though found give lower heat transfer coefficients close
to the exit of the slot. Cunha et al. [9] studied the impact of
trailing edge ejection on heat transfer using a closed form, ana-
Iytical solution for temperature profiles for four different configu-
rations. Impact of several geometrical design features on the trail-
ing edge design and durability was investigated. Heat transfer on
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the crossover impingement surfaces for a trailing edge internal
cooling design was studied by Chyu et al. [10]. Very high heat
transfer was observed on the side surfaces normal to the imping-
ing jets. However, large variations in heat transfer were observed
on all surfaces. Cakan and Taslim [11] studied mass transfer on
the cutback and land region for three different geometries and
several blowing ratios. Similar heat transfer levels were observed
for all three geometries. Higher heat transfer was noticed on the
land sides as compared to the cutback slot.

Internal heat transfer measurements to simulate trailing edge
ejection were performed by Lau et al. [12]. They tested several
geometries with varying ejection flow exit configurations and used
pin fins as turbulators to enhance heat transfer. Local measure-
ments using the naphthalene sublimation technique were per-
formed by McMillin and Lau [13]. The Sherwood numbers were
found to decrease downstream due to mass extraction from the
ejection holes. Heat transfer in ribbed trapezoidal channels simu-
lating a trailing edge was performed by Taslim and Li [14] with
and without bleed holes. Large spanwise variations in heat trans-
fer were observed in the trapezoidal channel, which reduced when
bleed holes were added. Effect of crossover jets and ribs was
studied by Taslim et al. [15] in a trapezoidal channel to simulate
the trailing edge of a blade. Effect of normal and inclined jets was
studied on heat transfer using a liquid crystal technique. They
concluded that proper arrangement of ribs and jets can give high
and uniform heat transfer on the walls. In another study similar to
the present investigation, Lau et al. [16] performed internal mass
transfer measurements using the naphthalene sublimation tech-
nique. They performed tests using the same trailing edge design
geometry used in the present study. The perforated blockages
were found to enhance heat (mass) transfer from 20% to 70% on
the test walls as compared to a smooth channel with the same
hydraulic diameter. The first test section with larger hole-to-
channel cross-sectional area ratio (Design 1) gave higher heat
(mass) transfer enhancement in the first and second chambers.
Effect of pin fins on internal heat transfer in a trailing edge geom-
etry prior to ejection through cutback slots has been investigated
by Chen et al. [17]. They found that the heat transfer behavior on
the pin endwalls was typical of pin fins with heat transfer increas-
ing over the first four pin rows and then decreasing gradually.

Slot film cooling has been investigated by several researchers
and a brief synopsis of prior studies is presented. While most of
the studies are for slots with a two-dimensional flow structure,
some published researches for three-dimensional slots are also
discussed. A comprehensive survey of film-cooling investigations
prior to 1971 was done by Goldstein [18] and included data for
discrete holes as well as slots. It was noted that the slot coolant-
to-mainstream blowing ratio and normalized distance downstream
of slot breakout are key parameters to which film effectiveness
can be correlated. Wieghardt [19] conducted an experimental
study injecting heated flow through slots angled 30 deg to the
mainstream. Kacker and Whitelaw [20,21] investigated the influ-
ence of slot height, slot-lip thickness, and slot turbulence intensity
on the film effectiveness for a uniform density, two-dimensional
wall jet. Papell [22] investigated the effects of slot angle of injec-
tion (a) relative to mainstream flow on film effectiveness and
made measurements for a=45 deg, 80 deg, and 90 deg. The in-
vestigation revealed a significant decrease in slot film effective-
ness as the angle was increased. Rostogi and Whitelaw [23] and
Patankar et al. [24] reported experimental results for the adiabatic
wall effectiveness downstream of three-dimensional slots made up
of discrete holes discharging parallel to the mainstream. Rastogi
and Whitelaw [23] concluded that an increase in lip thickness and
pitch to diameter ratio leads to a decrease in film effectiveness.
Paxson and Mayle [25] performed theoretical and experimental
investigations on the influence of the mainstream thermal bound-
ary on film effectiveness. Nina and Whitelaw [26] and Taslim [27]
investigated adiabatic film-cooling effectiveness of different slot
geometries. Taslim [27] showed that the film effectiveness is
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strongly sensitive to the slot-lip thickness to height ratio in the
range from 0.5 to 1.25. Sturgess [28,29] focused on combustor
slots with a circular inlet followed by a lip overhang acting as a
mixing chamber.

In addition to film cooling and heat transfer on the cutback
region, this paper also presents results for perforated blockage
inserts placed upstream in the coolant flow before it exits from the
slot. Studies with similar blockage inserts have been performed by
Moon and Lau [30] and Lau et al. [31]. Moon and Lau [30]
investigated heat transfer between two perforated blockages and
pressure drop across the blockages for turbulent flow in a rectan-
gular channel using thermochromic liquid crystals. They found
that the lateral impingement from jets through these perforated
blockages enhanced heat transfer but with a significant rise in the
pressure penalty resulting in a thermal performance of less than 1
for large Reynolds numbers. They also discerned that the local
heat transfer was the lowest immediately downstream of the up-
stream blockage insert, the highest upstream of the downstream
blockage insert, and relatively high in the region of reattachment
of the jets. Lau et al. [31] studied round and square hole geom-
etries in the perforated blockage inserts. Perforated blockages
with round holes resulted in a higher heat (mass) transfer on the
walls but also caused a larger pressure drop as compared to per-
forated blockages with square holes. Additional information per-
taining to published studies on internal cooling with turbulators as
well as external film cooling of gas turbine components has been
compiled by Han et al. [32].

The primary motivation for this paper is to investigate the effect
of film cooling and heat transfer by slot ejection on the trailing
edge as well as to investigate the presence of perforated blockages
on pressure drop and heat transfer prior to coolant ejection from
the slots. Some trailing edge blade designs use a combination of
turbulators and slot ejection to cool the trailing edge and the
present paper tries to model this design philosophy. Figure 1
shows a typical trailing edge cooling configuration employed in
modern gas turbine blades. Perforated blockage inserts used result
in lateral impingement on the pressure and suction sidewalls of
the blade, which helps in extracting heat from the blade surface.
By modeling a section of this blade design, it is hoped that this
study will provide a complete representation of the pressure drop
and heat transfer characteristics for a typical, nonrotating trailing
edge model using these inserts. Additionally, a 90 deg bend at the
entrance to the blockage inserts simulates the spanwise internal
flow of coolant.

Thermochromic liquid crystals have been used to obtain local
distributions of heat transfer coefficients and film-cooling effec-
tiveness for all cases. Three different configurations with two de-
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Fig. 2 Schematic of the two TE models

sign models have been tested. The two design models are used to
investigate the effect of entrance channel size as well as the effect
of a streamlined land or a sloped land for the chordwise rib sepa-
rators, which form the cutback slots on the trailing edge. In addi-
tion, the effects of a staggered or inline arrangement of the rib
separators with respect to the holes in the perforated blockage
inserts have also been investigated. Four different Reynolds num-
bers based on slot exit dimensions have been tested ranging from
5000 to 30,000, which correspond to slot exit velocity ratios rang-
ing from 0.3 to 1.83 for Design 1 and from 0.26 to 1.56 for Design
2, respectively.

Experimental Setup

Figure 2 shows a schematic view of the trailing edge design
models 1 and 2 for internal as well as external cooling. The di-
mensions shown in Fig. 2 are expressed in terms of the hydraulic
diameter of a channel formed between adjacent chordwise rib
separators before the coolant ejects on the cutback slot region. The
trailing edge (TE) model is designed to simulate only a portion of
the blade TE, as shown in Fig. 1. The external model, scaled up by
five times, was mounted in a low-speed suction-type wind tunnel
with a maximum velocity of up to 34 m/s (inlet Mach number
=0.1). Detailed information on the wind tunnel can be found in
Ref. [33]. The 2.3:1 contraction nozzle at the wind tunnel inlet
produced uniform flow at the entrance of the test section. The
wind tunnel had an inlet cross section of 60.96%30.48 cm”. A
5 pm cotton filter and packed plastic straw flow straightener box
were installed in front of the nozzle inlet. The channel cross
section of the wind tunnel was 30.48 cm (width) X 15.24 cm
(height). A 5.6 kW axial blower downstream of the wind tunnel
generated the suction necessary for the desired air flow. A central
air-conditioning system maintained the mainstream temperature at
22°C. A turbulence grid was set upstream of the test surface,
which created a turbulence intensity of 6% near the TE test model.
It was composed of a square mesh of aluminum tubes, 13 tubes in
the vertical direction and 7 tubes in the horizontal direction. The
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diameter of each tube was 0.635 cm, so the turbulent length scale
near the cutback region was approximately 1 cm. Figure 3 shows
a 2D schematic of the experimental setup. The coolant air, sup-
plied from a compressor, passes through a flow control valve and
orifice flow meter. The coolant then passes through a 5 kW pipe
heater and a bypass valve before it enters the inlet channel for the
TE model. Figure 4 shows a schematic of the wind tunnel and TE
test section assembly.

A three-dimensional, isometric view of Design 1 is shown in
Fig. 5. Two test sections were fabricated to test the two design
models and were fitted in the wind tunnel such that the cover plate
(pressure surface with cutback TE) was parallel to the mainstream
flow direction. Both test models have a taper causing the coolant
flow to accelerate as it takes a turn to enter the turbulated portion.
This design is similar to thin, converging TE region in a turbine
vane or blade. This taper results in a trapezoidal inlet channel for
the coolant, as depicted in Fig. 2. The inlet channel for Design 2 is
wider than that for Design 1. The inlet channel forces the coolant
to enter the turbulated region through a 90 deg bend provided to
simulate realistic internal passage geometry in a blade. As the
coolant flow turns, it enters two rows of perforated blockage in-
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Fig. 3 Schematic of wind tunnel and coolant flow loop
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Wind Tunnel

Fig. 4 Trailing edge test section placed in wind tunnel

serts. The holes in these inserts are staggered with respect to each
other to enhance internal heat transfer. The holes are rectangular
in cross section with rounded corners and with aspect ratios of
1.54 for Design 1 and 1.38 for Design 2. Heat transfer from cool-
ant flow through these inserts is measured by using liquid crystal
thermography on one wall. The flow then exits through slots onto
the cutback TE region and provides film cooling. The slots are
formed by periodic spanwise placement of chordwise rib separa-
tors, which taper on the cutback region. The slot aspect ratio for
Design 2 (2.55) is larger than that for Design 1 (1.67). The slot-lip
thickness to height ratio is around 1.1 for both designs. Design 1
has a longer cutback region as compared to Design 2. The land,
defined as the surface on the rib separators which is uncooled and
is directly exposed to the mainstream, is streamlined or parallel to
the freestream in the wind tunnel for Design 1. For Design 2
though, the land is inclined by 8.8 deg to freestream to account for
the shorter cutback region and also to minimize the adverse effect
of vortex shedding from the slot lip. A total of three different TE
configurations was tested, as shown in Fig. 6: (1) staggered ar-

Surfaces of Interest
® Land

Chordwise rib

seperators

(a) With cover plate

rangement, (2) inline arrangement of the chordwise rib separators
with respect to the jet holes on the second blockage insert, and (3)
staggered arrangement for Design 2.

Measurement Theory and Data Analysis

Seventeen T-type thermocouples were also instrumented to
measure the coolant temperature in the test section. The thermo-
couple locations in Design 1 and Design 2 test models are shown
as dark dots in Fig. 2. Five thermocouples were instrumented in
each chamber downstream of each hole in the blockage insert for
the internal cooling case and two thermocouples were instru-
mented at the slot exit for the film-cooling case. The thermocouple
readings were measured by a Fluke 2285B Data Logger. Pressure
taps located on the TE model at the same locations as internal
thermocouples were used to record the static pressure distribution
using a micromanometer. Pressure measurements were expressed
as the pressure coefficient calculated as

P,-P,
= 05012 (1)

0.5pV7
The pressure coefficient C,, was obtained from the static pressure

difference from each tap, P, and atmosphere, P.. and the average
slot exit velocity, V.. Average pressure coefficients for each cham-
ber were obtained by averaging five static pressure readings per
chamber. At a given Reynolds number, a higher pressure coeffi-
cient indicates a higher static pressure.

Internal Heat Transfer Measurement. The liquid crystal ther-
mography technique was utilized to obtain detailed local heat
transfer coefficients for internal heat transfer enhancement from
the blockage inserts and film-cooling effectiveness and heat trans-
fer coefficients on the cutback TE. Internal heat transfer tests were
performed for Reynolds numbers of 5000, 10,000, 20,000, and
30,000 based on slot exit dimensions for both test models. The test
surfaces were prepared by first coating them with a layer of non-
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Fig. 5 Three-dimensional, isometric view of Design 1 with a straight inlet and staggered rib
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reflective black paint. Liquid crystal paint was then sprayed on the
test surface using an airbrush. Two different liquid crystals were
used to determine the internal heat transfer coefficients since the
heat transfer coefficients in the inlet chamber were much lower
than those in the other chambers. R34C20W was used in the inlet
chamber while R29C4W was used in the first and second cham-
bers. Both liquid crystal paints were calibrated for hue on a test
piece fitted with a heater on its underside for several incremental
temperatures under the same optical conditions used during the
experiments. Internal heat transfer measurements were performed
on one wall of the test section. A transient hue detection technique
was used, based on the principle of a semi-infinite solid. The
coolant air was passed through a pipe heater as shown in Fig. 3
and was heated until about 38°C. Before testing was begun, the
coolant air was made to bypass the test section through a bypass
valve. Freestream flow in the wind tunnel was turned off for in-
ternal heat transfer experiments. The test surface was made from
polycarbonate (1.27 cm thick), which has a thermal conductivity
and diffusivity of 0.1812 W/mK and 1.073 X 107 m?/s, respec-
tively. These low property magnitudes and the relatively large
thickness of the polycarbonate sheet enabled the use of the semi-
infinite solid assumption over the short duration of the experi-
ment. For a one-dimensional semi-infinite solid, the 1D transient
conduction, equation, the initial condition, and the boundary con-
dition are

kaz—f =pc x (2)
ox P o
at
t=0 T=T,
at

aT
x=0 —-k—=WT,-T,) asx—o T=T;
oX

The solution to Eq. (2) at the convective boundary surface (x
=0) is the following:

T,-T, Kot hat
ﬁ =1-exp 7 erfc P (3)

By measuring the initial temperature (7;) of the surface, the
coolant temperature (7,), the color change wall temperature (7},),
and the color change time (7), the local internal heat transfer co-
efficient (k) can be calculated from Eq. (3). The initial tempera-
ture of the test surface was around ambient temperature and was
recorded before each experiment began. During the experiment,
the hot coolant was made to flow through the test section causing
the liquid crystal coated test surface to heat up and change color
with time. Images of this color change on the test surface were
recorded using a charge coupled device (CCD) camera for the
entire duration of the experiment, which was about 200 s. Image
acquisition was stopped when the upper band limit of the liquid
crystal paint was crossed. A computer program analyzed the cap-
tured images and recorded the time required for the hue value to
reach 50 at each pixel location. The coolant temperature was
found to decrease continuously during the experiment as the cool-
ant air convected heat to the test section. Thermocouples located
in each chamber tracked the coolant temperature change with
time. The temperature difference in the spanwise direction was
less than 2.2°C in the inlet chamber and was 1.7°C in the first
and second chambers. The average coolant temperature from the
five thermocouples in each chamber was calculated and was used
as the reference temperature to calculate the heat transfer coeffi-
cient in each chamber. Equation (3) was corrected for this chang-
ing average coolant temperature by applying Duhamel’s superpo-
sition theorem (Kwak and Han [34]), which can be written as

Journal of Heat Transfer

T,-T,= (TC,O—TI)F(M> + S {F{M]Am}

k = k
)

where F(x)=1-exp(x?)erfc(x) and AT, is the step change in the
coolant temperature with 7. A computer program converted the

acquired data into the heat transfer coefficient for each pixel using
the above equation.

Film Cooling and Heat Transfer Measurement on Cutback
Trailing Edge. A steady state hue detection technique was used
for measuring film-cooling effectiveness while a transient tech-
nique similar to that used for measuring internal heat transfer was
used to measure heat transfer on the cutback TE. R34C20W and
R29C4W were used as the liquid crystal paint for the steady state
and transient tests, respectively. Reynolds numbers of 5000,
10,000, 20,000, and 30,000 were tested by changing coolant air
velocity. Corresponding velocity ratios (M=V,/V,) were 0.3,
0.61, 1.22, and 1.83 for Design 1 and 0.26, 0.52, 1.04, and 1.56
for Design 2, respectively. Two different experiments were run to
obtain the film effectiveness (7) and the heat transfer coefficient
(h). In the first experiment, to measure film effectiveness, the
surface of the test model was not heated while the coolant air was
heated (up to 38°C) by a pipe heater. This resulted in a coolant-
to-mainstream density ratio of ~0.95. Coolant temperature was
monitored using two thermocouples placed at the location when
the coolant exits on the cutback TE, as indicated in Fig. 2. After
starting the wind tunnel and the hot coolant flow, when the test
surface reached a steady state (unchanging color), the camera cap-
tured images of the test surface. The film temperature (7;) in Eq.
(5) was replaced by the adiabatic wall temperature (T,,,), which
was determined by the hue (color) of the liquid crystal and from
the calibration curve and the adiabatic film effectiveness (7) was
calculated.

po L Tn T~ T, .
T.-T, T.-T,

In the second experiment, for measuring heat transfer on the
cutback TE, a transient test was performed. The test surface was
heated using a detachable heater while the coolant was not heated.
Before initializing the experiment, the test surface was heated
uniformly using a removable heater. The initial temperature dis-
tribution was recorded using a wide band liquid crystal,
R34C20W. Upon recording the initial temperature distribution,
this wide band liquid crystal paint was removed from the test
surface, which was then resprayed with R29C4W before the ex-
periment. The test surface was then heated until the reference
temperatures became the same as those of the initial temperature
measurement test (43°C) and then the heater was removed. Ref-
erence temperatures were measured by two thermocouples located
close to the slot exit (Fig. 2) to ensure the same initial temperature
conditions for each test. The wind tunnel and unheated coolant
flow through the test section were started and an image acquisition
system involving a camera was triggered simultaneously. Images
of the test surface were captured until the test surface temperature
fell below the lower band limit of the liquid crystal paint. The
total duration of the experiment was about 200 s. Data analysis
was performed by replacing the coolant temperature 7', in Egs. (3)
and (4) by the freestream temperature (7',) on the lands and cool-
ant temperature (7,) on the cutback slots. The temperature differ-
ence between freestream and coolant was less than 2°C. Using
the images captured from the camera, Eq. (4), modified with the
appropriate regional air temperature (7, or T,.), was solved at each
pixel to obtain the detailed external heat transfer coefficient
distributions.

Uncertainty calculations were performed based on a confidence
level of 95% and are based on the uncertainty analysis method of
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rations 1 and 3

Coleman and Steele [35]. Highest relative uncertainties were ob-
served for the lowest Reynolds numbers. Errors in velocity mea-
surement were as high as £10.2% for Re=5000 going down to
*1.8% for Re=30,000. Similarly, relative uncertainties for pres-
sure coefficients were as high as *13.8% for Re=5000 going
down to =2% for Re=30,000. For the four Reynolds numbers
tested in this study, the maximum relative uncertainty for the av-
eraged internal as well as external heat transfer coefficients occur-
ring at Re=5000 was *8.23%. The individual uncertainties in the
measurement of the time of color change (Az=*=0.5 s), the main-
stream temperature (AT,,= * 1°C), the color change temperature
(AT,=+0.2°C), and the wall material properties (Aa/k?
=*+5%) were included in the calculation of relative uncertainty
for the average heat transfer coefficient. Due to the transient na-
ture of the experiment, uncertainty due to heat loss from the un-
derside of the Plexiglas test wall is small as the thickness of the
Plexiglas substrate (1.27 cm) is sufficient for the assumption of a
semi-infinite solid. Heat losses are estimated to be less than 2% in
the duration of the experiment. It should be noted that lateral heat
conduction may occur in the Plexiglas wall within the short dura-
tion of the experiment. This is especially true near sharp edges
formed by the interfaces between the blockage inserts and test
wall for internal flow and slot and lands for external flow. At these
locations, the semi-infinite solid assumption may no longer be
valid resulting in large uncertainties in the data close to these
edges. However, the data presented in these regions provide an
idea of the data range even though the quantitative results might
be off by a larger percentage. Hence, caution should be exercised
before directly applying the data on the land surfaces.

Highest uncertainty for the film-cooling effectiveness results
was =9.8% occurring for the lowest blowing ratio/Reynolds num-
ber. Fiber-glass insulation was used on the underside of the slot
wall to prevent heat loss. However, due to the steady state nature
of the experiment, significant lateral heat conduction may also
occur within the three-dimensional surface geometries on the slot
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Fig. 8 Effect of Reynolds number chamberwise averaged
pressure coefficient distribution for all configurations

surface as noted earlier, resulting in a biased adiabatic temperature
near these sharp edges. This is especially true for data presented
on the land surfaces where errors due to heat conduction are large.

Internal Cooling Trailing Edge Model

Pressure Coefficients. The static pressure was measured using
a micromanometer at five locations in each chamber. The resulting
plots of the spanwise variation in pressure coefficient for each
chamber are plotted in Fig. 7 for configurations 1 and 3. The
pressure coefficient increases with decreasing Reynolds number at
given chamber due to lower slot exit velocity at lower Reynolds
number. The nearly constant spanwise pressure distribution indi-
cates that the static pressure variation in the chamber is very small
as compared to the static pressure drop through the blockage in-
serts. Pressure coefficient though is higher near the entrance of the
test section in the inlet chamber (at Point 1) and decreases along
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Fig. 9 Effect of configuration on chamberwise averaged pressure coefficients

the span. On the other hand, the pressure coefficient in the first
chamber shows a slightly increasing trend from Point 1 to Point 5.
This causes higher mass flow through the first blockage insert
holes close to the 90 deg bend entrance due to a larger pressure
drop across them. The mass flow in the inlet chamber gets de-
pleted due to coolant ejection as it flows along the inlet chamber’s
span. This causes the static pressure to reduce, resulting in lower
mass flow through holes near the end of the inlet chamber.

The effect of Reynolds number on the chamberwise averaged
pressure coefficient distribution for all configurations is shown in
Fig. 8. The average pressure coefficient is higher for the inlet
chamber than the other chambers. The streamwise reduction in the
average pressure coefficient magnitudes is mainly due to the static
pressure loss as the coolant flows through the perforated blockage
inserts. The second chamber shows the lowest pressure coefficient
due to lowest static pressure. Chamberwise averaged pressure co-
efficients for all configurations have been compared in Fig. 9. For
Design 1, a staggered exit gives a 20% higher pressure coefficient
in the inlet chamber as compared to an inline exit with the static
pressures in the second chamber remaining the same and the first
chamber falling almost linearly in-between them. Design 2, which
has a larger coolant blockage area ratio due to a much larger flow
cross-sectional area, shows much higher average pressure coeffi-
cient magnitudes. The average pressure coefficient for the inlet
and first chamber is about two times higher than Design 1 for the
straight inlet and staggered exit configurations. The exit average
pressure coefficients for Design 2 (second chamber) though are
lower than Design 1 due to wider slots in Design 2, which provide
a smaller flow resistance for coolant flow.

Local Heat Transfer Distribution. The internal local heat
transfer coefficient distributions for Configurations 1 and 3 are
shown in Figs. 10 and 11, respectively, for four different Reynolds
numbers. Contour plots for Configuration 2 are not presented due
to space limitations. Arrows indicate coolant flow direction and
ejection hole location in the blockage insert. Higher heat transfer
coefficients are desirable in the internal model to counter heat flux
entering the blade from the hot mainstream in a gas turbine. The
local heat transfer coefficient increases with increasing Reynolds
number. For a given Re, heat transfer coefficients decrease along
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the spanwise flow direction in the inlet chamber. As flow ejects
through the blockage inserts, the mass flow and hence the local Re
reduce in the spanwise flow direction in the inlet chamber, causing
this observed reduction in heat transfer coefficients. This also re-
sults in a nonuniform flow distribution through the holes in first
blockage insert as the flow distribution depends on the spanwise
static pressure distribution in the inlet and the first chamber shown
in Fig. 7. The mass flow through the blockage insert holes is
higher closer to the 90 deg bend entrance of the inlet chamber.

High local heat transfer coefficients can be observed in the first
and second chambers when the coolant jet ejected through the
insert holes reattaches on the side surface. The peak heat transfer
coefficient from this lateral impingement depends on the local
hole mass flow and is higher close to the inlet chamber 90 deg
bend entrance. The holes in the second blockage insert are stag-
gered with respect to the first insert. A second high heat transfer
coefficient spot in the first chamber can be discerned just down-
stream of the reattachment region near the second blockage insert.
This may occur due to stagnation from jet impingement on the
second blockage insert wall. Local heat transfer from stagnation
near the second blockage is about 10% higher than at flow attach-
ment points. Higher Reynolds numbers show more noticeable re-
attachment and stagnation points. Also, the peak heat transfer co-
efficients are higher in the first chamber as compared to the
second. The second chamber has a smaller chamber height than
the first chamber due to the tapered bounding walls of the model.
Thus, the reattachment height for the jets through the second in-
sert is smaller, which may explain the reduction in the peak heat
transfer coefficients in the second chamber.

Contour plots for Configuration 3, as shown in Fig. 11, also
show local heat transfer coefficient distributions in the slot pas-
sages formed by the chordwise rib separators before they exit on
the cutback trailing edge. Reattachment in the first chamber oc-
curs further downstream in Design 2 as compared to Design 1 due
to a larger step between the hole center and test surface in Design
2. Thus, the ejecting jet from the first insert travels a longer dis-
tance before reattachment as compared to Design 1. The stagna-
tion and reattachment region overlap causing very high heat trans-
fer just upstream of the second blockage insert. The larger step
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Fig. 10 Internal heat transfer coefficients for Design 1 with a
straight inlet and staggered slot arrangement (Configuration 1)

also results in a larger recirculation zone, which might explain the
lower heat transfer coefficients observed immediately downstream
of the first insert in the first chamber as compared to Design 1.
The second chamber shows lower but more uniform heat transfer
coefficients similar to that observed for Configuration 1. Similar
trends were also observed by Lau et al. [16] using the naphthalene
sublimation technique for both Design 1 and Design 2. However,
the local heat transfer coefficients observed by them are about
10% higher than the present study.

Spanwise Average Heat Transfer. The streamwise Nusselt
number distributions, based on spanwise average, are shown in
Fig. 12 for all three different configurations. The averaged Nusselt
numbers are presented as a function of the normalized distance
(x/Dh) from inlet chamber. For Design 1, the spanwise average
heat transfer decreases with an increase in the normalized distance
(x/Dh) in the inlet chamber. In the first chamber, the heat transfer
coefficient is low immediately downstream of the first blockage,
which may be due to the presence of a slow moving recirculation
zone and then shows a sharp increase at the reattachment point of
the ejecting jet. Stagnation due to jet impingement on the second
blockage further enhances heat transfer. The jet reattachment point
can also be clearly observed in the second chamber. The heat
transfer distribution in the inlet chamber for the inline exit slot
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Fig. 11 Internal heat transfer coefficients for Design 2 with a

straight inlet and staggered slot arrangement (Configuration 3)

(Configuration 2) is similar to that for the staggered exit slot ar-
rangement (Configuration 1) for Design 1. Thus, the slot align-
ment near the exit of the model does not affect the upstream inlet
chamber heat transfer distribution. On the other hand, high Nus-
selt numbers can be observed in the first chamber for Configura-
tion 2 at higher Reynolds numbers. The Nusselt number distribu-
tion in the second chamber for Configuration 1 is also very similar
to that for the staggered slot arrangement in Configuration 1.

Design 2 shows a different distribution as compared to Design
1. Heat transfer coefficients show a slightly increasing trend in the
inlet chamber. In the first chamber, the heat transfer coefficients
increase sharply until the second insert wall where stagnation oc-
curs. In the second chamber, heat transfer coefficients increase
until the reattachment point, then decrease and further down-
stream. Figure 13 shows the chamberwise averaged Nusselt num-
ber plotted versus Reynolds number. The Nusselt numbers are
found to steadily increase with Reynolds number as expected.
Design 1 with inline slot arrangement, in general, gives slightly
higher average heat transfer than the other configurations. The
inlet chamber shows the lowest heat transfer for both designs with
the first chamber showing the best. Best heat transfer characteris-
tics for the first chamber can be observed for Design 1 with an
inline exit (Configuration 2) while for the second chamber, Con-
figurations 1 and 2 show highest heat transfer.

External Cutback Trailing Edge Model

Local Heat Transfer Distribution. Figure 14 shows the Stan-
ton number (St=h/pCV,,) distributions for Configurations 1 and 3
for four different blowing ratios as well as for no coolant flow.
Stanton number distributions are presented on the land formed by
the rib separators, which was calculated from the freestream tem-
perature (7)), and on the cutback slots, which was calculated
from the coolant temperature (7). It should be noted that a high
Stanton number resulting from coolant flow on the cutback slot
region is desirable, whereas on the lands, a higher Stanton number
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Fig. 12 Spanwise averaged internal Nusselt numbers for all configurations

is detrimental to the TE design as it represents heat flux entering
the blade through the hot freestream in a gas turbine. In the con-
tour plots, a white region, near the slot exit for M =0, indicates no
data due to time limits for validity of 1D assumption on the tran-
sient liquid crystal technique. A relatively symmetric distribution
in Stanton numbers can be observed in the spanwise direction for
all cases. Generally, Stanton number increases with increasing
Reynolds number on the cutback slot except for M=0. Stanton
numbers for the highest blowing ratio are about two to three times
higher than those for the lowest blowing ratio depending on the
test configuration. Under no coolant flow conditions (M=0), the
Stanton number is very low, close to the slot exit on the cutback
region due to flow recirculation and then increases sharply as the
freestream reattaches on the cutback slot. This flow reattachment
region, however, gets disturbed by coolant ejection through the
slot resulting in lower Stanton numbers for low blowing ratios
(M <1). Stanton numbers on the cutback slot with coolant flow
are highest close to the slot exit and decrease slightly further
downstream due to boundary layer growth on the slot surface. For
low blowing ratios (M < 1), the coolant flow is dominant on the
slot while the freestream flow is dominant on the land. However,
for higher blowing ratios (M>1), the coolant also effects the
land. Higher Stanton numbers can be observed near the tip of the
land for Design 1, which may be due to coolant mixing with the
freestream. On the other hand, a shorter and sloped land in Design
2 shows smaller enhancement in Stanton numbers on the land.

Spanwise Average Heat Transfer. Similar observations can be
made from spanwise averaged Stanton numbers plotted as a func-
tion of x/ M, where s is the slot height, as shown in Fig. 15 for all
configurations. Spanwise averaged data for the center five lands
and five slots are presented for the cutback slot as well as the
lands for all three configurations. A steady increase in heat trans-
fer on the cutback slots can also be observed with increasing
blowing ratio for all configurations shown. It can also be noted
that the rate of increase in Stanton number on the cutback slot
region with increasing blowing ratio is higher than that for the
lands. For the lowest blowing ratio, lands show higher heat trans-
fer but for the largest blowing ratio, the cutback slots show higher
heat transfer. Heat transfer magnitudes on the lands for Configu-
rations 1 and 2, close to the slot exit (at low x/Ms) for all coolant
blowing ratios, are similar. As the streamwise distance increases,
the trends diverge, indicating that coolant mixing with the
freestream provides higher heat transfer on the lands with increas-
ing blowing ratio similar to the phenomenon observed from the
contour plots in Fig. 14. On the other hand, for Configuration 3,
the land region is uniformly affected by blowing ratio almost over
its entire length.

St=0.0287 Re;"*Pr 04 M (6)

The spanwise averaged data for the cutback slots have been
compared to a correlation for turbulent flow over a flat plate given
by Eq. (6) (Martini et al. [7]). The Reynolds number for the cool-
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Fig. 14 Local Stanton number distribution on cutback slots
and lands for Designs 1 and 2

ant air is based on the streamwise distance measured starting from
the leading edge of the chordwise rib separators. This location was
chosen to account for the finite thickness of the boundary layer
when the coolant exits onto the cutback surface. Excellent com-
parison is obtained between the Stanton number distributions and
Eq. (6) for Design 2 for the cutback slot. However, the correlation
fails to accurately estimate the heat transfer for Design 1. Larger
mainstream flow interaction with the coolant flow for Design 1 as
well as larger boundary layer thickness due to loss in coolant
momentum from the expanding slot channel may contribute to
this effect.

Figure 16 compares the overall averaged Stanton number dis-
tributions for all configurations for the lands, cutback slots, and
for both lands and slots. Heat transfer on the lands for Configu-
rations 1 and 2 is similar. This indicates that internal geometry
changes for the design Model 1 do not affect heat transfer on the
lands but can significantly increase or decrease heat transfer on
the slots. For Design 1, a staggered exit gives higher Stanton
numbers on the cutback slot as compared to an inline exit. As the
coolant wraps around rib separators after impinging on them, ad-
ditional unsteady effects due to formation of corner vortices along
the edges of the rib separators may disturb the coolant flow,
thereby promoting higher heat transfer as it exits the slot. Overall,
heat transfer on the lands and cutback slot regions is slightly
lower for Design 2, which may be attributed to the small incline
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Fig. 15 Spanwise averaged distributions of Stanton number
on the cutback slots and lands for all configurations

provided for the land surface and the shorter cutback length while
Configuration 1 shows highest heat transfer for lands and slots
combined.

Local Film-Cooling Effectiveness Distribution. Figure 17
shows the film-cooling effectiveness distributions on the cutback
slots and lands for all four blowing ratios and for Configurations 1
and 3. The film-cooling effectiveness distribution is spanwise
symmetric, similar to that observed for the Stanton number distri-
butions. A higher effectiveness on the lands and cutback slots
prevents contact between the hot freestream and the blade in a gas
turbine and hence is advantageous. Effectiveness on the cutback
region is very high as the coolant exits the slot. The effectiveness
magnitudes close to the slot exit are equal to 1, suggesting that the
freestream is not able to mix with the coolant in this region. The
high effectiveness magnitudes observed for both designs in the
near slot region are comparable to those observed by Martini et al.
[7]. Effectiveness levels in their research paper were found to
decrease by only ~10% to about 0.9 at x/s~6 similar to that
observed in the present study. It should be noted that both designs

Transactions of the ASME



0.005

0.004 |-

0.003 |

Overall averaged St

Land average only

- =& - Configuration 2 |

= Configu

tion 1

e C

3

&
g™
¥ _g— Configuration 1

- -& - Configuration 2

===+ Configuration 3

Slot + land
average

—=a— Configuration 1
- =& - Configuration 2+
—=&= Configuration 3

0

10000
Reynolds number, Re

20000

30000

0 10000 20000 30000

Reynolds number, Re

0 10000 20000 30000

Reynolds number, Re

Fig. 16 Effect of configuration on overall averaged Stanton number distributions

in the present study have a smaller streamwise cutback length to
slot height ratio (L/s=9.2 for Design 1 and L/s=7.2 for Design 2)
than Martini et al. [6]. Computational fluid dynamics (CFD) stud-
ies by Chen et al. [17] also showed very high effectiveness in the
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Fig. 17 Local film-cooling effectiveness distribution on cut-
back slots and lands for Designs 1 and 2
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cutback slots with almost no heat flux across the slots for M
>1.3.

For lower blowing ratios (M < 1), the effectiveness diminishes
rapidly close to the end of the cutback model. Vortex shedding
from the lip formed due to the cover plate thickness may interact
with the coolant resulting in strong mixing near the edge of the
cutback region causing this dramatic reduction in effectiveness.
Similar phenomenon has been observed by Telisinghe et al. [3]
and Martini and Schulz [6]. Another reason for this drop could be
due to lower coolant momentum as a result of slot expansion on
the cutback surface, which makes the coolant flow more suscep-
tible to this vortex shedding. The present study though shows that
overall effectiveness decreases with increasing blowing ratio as
compared to Martini and Schulz [6] who show higher effective-
ness with increasing blowing ratio. This may be attributed to a
higher coolant-to-mainstream density ratio used by them as well
as due to differences in the geometries between the two tests. The
density ratio arises due to the difference in temperatures of the
coolant and mainstream and is ~0.95 in the present study com-
pared to 1.6 on Martini and Schulz [6]. Film-cooling effectiveness
decreases in the streamwise direction on the cutback slot with
increasing blowing ratio as a higher momentum jet will tend to lift
off and mix with the freestream directly. Design 2 shows a lower
degradation in effectiveness with increasing blowing ratio, which
may be due to the shorter cutback length as compared to Design 1.
The shorter cutback length helps to minimize film degradation
from vortex shedding from the lip. The sloped land used in Design
2 also results in more mixing of the coolant and freestream result-
ing in higher effectiveness on the lands in Design 2, particularly
near the end of the cutback region. It should be noted that the
effectiveness magnitudes on the land surfaces may be influenced
by heat conduction related errors due to the three-dimensional
nature of the test geometry resulting in larger than expected values
on the lands.

Spanwise Average Film-Cooling Effectiveness. These trends
can be clearly confirmed from the spanwise averaged effective-
ness plots shown in Fig. 18. The effectiveness is spanwise aver-
aged for five center cutback slots and lands. Data are shown on
the lands and slots. The present data have been compared with a
correlation for tangential slot film cooling given by Mukherjee
[36] on a flat plate with no pressure gradient. Relatively good
comparison is obtained for low blowing ratios. However, at higher
blowing ratios, the effectiveness magnitudes are much lower than
those predicted by the correlation. As the coolant exits the slot,
high effectiveness on the cutback region and low effectiveness on
the lands can be observed. The trends for effectiveness on the
lands and slots appear to converge near the end of the cutback
region. Film-cooling effectiveness on the land shows an increas-
ing trend with streamwise distance as more coolant gets entrained
onto its surface and then starts decreasing sharply after reaching a
peak. The drop in effectiveness on the cutback slot region begins
at almost the same location as the drop occurring on the land. The
vortex shedding from the lip may contribute to this concurrent
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Fig. 18 Spanwise averaged film-cooling effectiveness distri-

butions for the cutback slots, lands, and land and slot com-
bined for all configurations

drop in effectiveness. Figure 19 shows a comparison between
overall averaged film cooling effectiveness on the cutback TE
including the slots and lands for all configurations. Design 2, in
general, shows higher effectiveness magnitudes as compared to
Design 1 for the cutback slots as well as lands. The inline slot
arrangement used in Configuration 2 gives the lowest average film
cooling effectiveness.

Conclusions

The influence of Reynolds number, blowing ratio, and three
different configurations on two typical cutback TE models on
static pressure, heat transfer, and film cooling effectiveness was
investigated experimentally in a low-speed wind tunnel. The three
different configurations used were (1) staggered or (2) inline exit
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alignment slot in Design 1 and (3) staggered slot arrangement in
Design 2. The main conclusions inferred from this study are pre-
sented below.

1. Increasing Reynolds number decreases pressure coefficient
for internal cooling. The effect of a staggered or inline slot
exit arrangement on the pressure coefficient is relatively
small as compared to the pressure loss through the blockage
inserts. Higher pressure loss occurs in design Model 2 as
compared to design Model 1. Configuration 1 with an inline
exit shows the lowest overall pressure drop.

2. Increasing Reynolds number increases heat transfer in the
internal cooling model. Lateral impingement from perfo-
rated blockage inserts substantially increases internal heat
transfer on the model walls but also increases pressure loss
significantly.

3. Design 1 shows higher averaged internal heat transfer coef-
ficients as compared to Design 2.

4. Increasing blowing ratio enhances heat transfer and de-
creases film effectiveness for external cooling on the cutback
slots and lands.

5. A sloped land results in lower heat transfer on the land sur-
face as compared to a streamlined land used in Design 1.
Also, on the cutback slot region, a staggered slot exit ar-
rangement (Configuration 1) gives best heat transfer results.

6. Overall, Design 2 with a sloped land with a shorter cutback
slot gives higher film effectiveness on the cutback slot and
land as compared to a zero slope land and a longer cutback
slot used in Design 1.
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Nomenclature
C = specific heat of air (J/kg K)
C, = pressure coefficient (=(PS—Pamb)/O.5pV?)
D), = hydraulic diameter of slot (m)
h = heat transfer coefficient (W/m?2 K)
k
L
M

thermal conductivity (W/mK)
cutback slot length in streamwise direction (m)
average coolant-to-freestream blowing ratio

(=Vc/ Vm)
P,, = atmospheric pressure during testing (Pa)
P, = static pressure in internal test model (Pa)

Re = Reynolds number (=pV D)/ u)
s = slot height (m)
St = Stanton number (=h/pCV,,)
t = color change time during experiment (s)
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T,y = adiabatic wall temperature (°C)
T, = temperature of coolant at test section inlet (°C)
T; = film temperature on film cooled surface (°C)
T; = initial liquid crystal coated surface temperature

(°C)
T, = freestream temperature in the wind tunnel (°C)
T,, = test surface temperature during testing (°C)

TE = trailing edge of a blade
x = streamwise distance (m)
V. = slot exit velocity (m/s)
V,, = mainstream or freestream air velocity in wind
tunnel (34 m/s)

« = thermal diffusivity

n = local film-cooling effectiveness

p = density of coolant air at slot exit (kg/m?)
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The paper considers heat transfer characteristics of thin film flow over a hot horizontal
flat plate resulting from a cold vertical jet of liquid falling onto the surface. A numerical
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1 Introduction

As has been noted earlier, the draining flow of liquid under
gravity through banks of horizontal tubes occurs frequently in
technological processes involving heat or mass transfer. The mode
of drainage may be in the form of droplets, columns, or continu-
ous sheets. After having examined the sheet mode of drainage, it
is natural to move on to a closer inspection of the columnar mode
of drainage. Again, if the film thickness is small relative to a
typical tube dimension, the impact surface may be regarded as
locally plane [1]. Accordingly, an initial prototype model for co-
lumnar impingement is simply that of a vertical round jet striking
a plane horizontal surface. The flow model is thus axisymmetric,
and considerable simplification of the governing equations can be
made. Some detailed understanding of the flow and heat transfer
characteristics at the point of impingement may be obtained and
possible methodologies identified for examining the nonaxisym-
metric flow in due course.

Analytically, Watson [2] found a similarity solution of the
boundary-layer equations governing such a flow and also consid-
ered by approximate methods the initial growth of the boundary
layer from the stagnation point where the similarity solution does
not hold. Chaudhury [3] obtained a supplementary thermal solu-
tion using an orthogonal polynomial. Some recent progress
[1,4-9] has been made in investigating various problems of a
liquid jet impinging on a solid surface. In this paper, the theoret-
ical results are improved and an accurate numerical solution is
obtained for the heat transfer in the flow of a cold, axisymmetric
vertical liquid jet against a hot horizontal plate.

2 Modeling

The problem to be examined concerns film cooling, which oc-
curs when a cold vertically draining column strikes a hot horizon-
tal plate. Although a column of fluid draining under gravity is
accelerated and thin at impact [10,11], it is reasonable to model
the associated volume flow as a jet of uniform velocity U, and
radius Hy, as illustrated in Fig. 1(a). The notation Q=7TH(2)U0 is
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introduced for the flow rate and a film Reynolds number may be
defined as Re=UyH,/ v, where v is the kinematic viscosity of the
fluid. The underlying hydrodynamics of the fluid flow have been
delineated by Watson [2]. Exactly the same physical assessment of
the flow field applies, as was outlined in Ref. [4]. Subregions
(i)~(v) are once again appropriate and the solution, to follow,
similarly uses this understanding of the basic hydrodynamics.

In practice, the flow against a plane wall is terminated by a
hydraulic jump. The objective here is in due course to develop a
methodology for the flow around a tube where no such phenom-
enon is observed. Accordingly, the associated complications of a
possible hydraulic jump will not be considered.

Heat transfer estimates can be obtained under the assumptions
of a constant temperature 7', at the plane and zero heat flux on the
free surface. When water is the coolant medium, then it has to be
noted that the rates of viscous and thermal diffusion are apprecia-
bly different, and the point at which viscous effects penetrate the
free surface occurs before the point at which the free surface first
experiences the presence of the hot plane. To develop an approxi-
mation, the flow field is thus divided into regions, as illustrated in
Fig. 1(D).

2.1 Region 1. When an impinging circular jet strikes a plane
surface, it experiences an eventually inviscid radially symmetric
division and deflection through 90 deg. In the immediate vicinity
of the point of impact, viscous effects begin to influence the flow
field. At that point, an imbedded axisymmetric stagnation bound-
ary layer of thickness O(vH,/Uy)"? or O(HyRe™""?) occurs. For
high flow rates Re>1 and to a first approximation, the stagnation
boundary-layer thickness is negligibly small. The presence of the
solid boundary more significantly influences the flow within the
deflected jet away from the point of impact. Here, a viscous
boundary layer develops against the horizontal plate. The effects
of viscosity are eventually present throughout the film and the
form of a solution identifies a point of viscous penetration of the
free surface, marking the end of Region 1. For Prandtl numbers
greater than 1, a parallel thermal diffusion occurs, but thermal
effects do not penetrate the free surface at the end of Region 1.

2.2 Region 2. Over Region 2, thermal diffusion continues un-
til the presence of the hot plate eventually influences the free
surface. This point of penetration marks the end of Region 2.
Accordingly, Region 2 describes the developing temperature dis-
tribution within an established hydrodynamic flow field since the
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Fig. 1 (a) The vertical jet and resultant film for the axisymmet-
ric flat plate. (i) imbedded stagnation boundary layer, (ii) outer
inviscid deflection region, (iii) quasi-Blasius viscous diffusion,
(iv) transition around viscous penetration, and (v) similarity
film flow. The dashed line represents the hydrodynamic bound-
ary layer. (b) Basis of approximate solution.

form of the solution in Region 1 is designed to coalesce directly
with the Watson similarity solution for velocity and film thickness
at the boundary between Regions 1 and 2.

2.3 Region 3. Once the influence of the hot plate penetrates
the free surface, the surrounding air acts as an insulator, and here,
there is zero heat flux from the free surface. As a consequence, the
film gradually approaches a uniform temperature distribution, co-
inciding with the temperature of the plate. Region 3 monitors the
approach to this asymptotic state.

To assess the validity of the approximate method, a full numeri-
cal solution of the model equations is then obtained. Results and
comparisons are presented at the conclusion of the paper.

012202-2 / Vol. 130, JANUARY 2008

3 Governing Equations

The flow under investigation has been modeled as a steady,
axisymmetric flow of incompressible fluid. In the absence of body
forces and viscous dissipation, the equations expressing conserva-
tion of mass, momentum, and energy are, consequently,

V.-V=0 (1)
p(V-V)V==VP+ uV?V )
pC,(V-V)T=kV°’T (3)

where V=(v,,v.) are velocity components associated with cylin-
drical coordinates (r,z) measured along the plate from the axis of
deflection and normal to the plate, respectively. p, u, C,, and k are
the density, dynamic viscosity, specific heat at constant pressure,
and thermal conductivity of the cooling fluid in the jet, respec-
tively. T and P are, respectively, the temperature and pressure
within the fluid.

The specific boundary conditions under which the equations are
to be solved closely parallel those of Ref. [4]. In particular, at the
wall, the no slip condition and the constant temperature 7, require

v,=v,=0T=T, atz=0,r=0 (4)
On the free surface, assuming negligible shear stress and heat flux

requires

v aTr

—=0 —=0 atz=H(r), r=0 (5)
az az

The conservation of volume constraint applies at any given r sta-
tion and, hence,

H(r)

27'rf rv,(r,z)dz = const= mH3U, for r=0 (6)
0

Under the assumption that the film thickness remains thin relative
to a characteristic horizontal dimension, a boundary-layer treat-
ment of the equations leads to a significant simplification.

The following nondimensional variables are introduced:

r _ Re'?;
, Y= 7
Re'”*H, H, @
_ Re!H(r)
Hx)=—— ()
H,

_ _ Re®v, _ T-T, P
U=, V=—=2, =2 po—s (9

Uo Uo To-T, pUp

In the limit Re— +o° with x remaining O(1), the following
equations are obtained:

d - a -
—@xU)+—(xV)=0 (10)
ox Y

_oU -oU dp FU

U—+V—_=——p+—_ (11)
gy Ox o gy?

J,
0=2 (12)
Y
_dp -—dd\ &P
Pr(U—d)+V—?)=—_¢ (13)
o gy ar*

where Pr=v/k is the Prandtl number with v as the kinematic
viscosity, u/p, and k as the thermometric conductivity, k/ pC,, and
AT=T,,—T,. In common with standard boundary-layer theory, Eq.
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(12) implies that the pressure across the film remains constant. In
the absence of external pressure gradients and with zero shear
assumed on the free surface, the pressure term in Eq. (11) is iden-
tically zero.

In nondimensional variables, the boundary conditions now read

U=V=¢=0 at¥Y=0,x=0 (14)
U 9 _
—_=—‘f’=o at Y=H(x), x=0 (15)
ay Y
Hw _ _ |
xUdY=5 forx=0 (16)
0

These have been quoted in the context of the fully developed
film flow field, which is approached in Region 3. The hydrody-
namic equations of this system have been shown by Watson [2] to
possess similarity solutions. A simple supplementary thermal so-
lution of uniform temperature is also present. These solutions pro-
vide the basis for developing comprehensive approximations for
the complete flow field downstream of the radial symmetry point
of impingement incorporating Regions 1-3.

4 Downstream Similarity Solutions

The equations to be solved are

9 i)+ Loy =0 (17)
ox JY
_oU —oU U
AV —=— (18)
N ) &
m@%f+¢¥)=ﬁ$ (19)
ox gy ) or?

subject to boundary conditions (14)—(16).

Note that the equations governing the hydrodynamics (Egs.
(17) and (18)) are independent of the energy equation (Eq. (19)).
These are examined as follows. It is well known that, using Man-
gler’s transformations [12], the calculation of axially symmetrical
boundary layers on bodies of revolution, in an unlimited expanse
of fluid, can be reduced to the calculation of complementary two-
dimensional flows. The flow currently under consideration repre-
sents the axially symmetric equivalent of the two-dimensional
flow examined in Ref. [4]. Here, we examine the possibility that
the Mangler’s transformations applied to the set of Egs. (17) and
(18) under the specified hydrodynamic boundary conditions have
a two-dimensional equivalent differential system.

Let
x 3
X'= f Pdi="= (20)
o 3
and
Y' =xY (21)
then
U =U (22)
- 1{- YU
O
X X
With these new’ variables, Egs. (17) and (18) become
au' v’
=0 (24)
ngy
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_ou' U PU
U—+V—=—7 (25)
dx ' '’
The boundary conditions are
U'=V=0 atY' =0 (26)
U’ - - _
— =0 atY =xH(x)=H'(x") (27)
ay’
and
) _ o _
udy' =- (28)
0 2

With the minor modification of the conservation of volume flow
constraint, the differential system formally reproduces the hydro-
dynamic system examined in Ref. [4]. Introducing a similarity

variable 7=Y’/H'(x'), a stream function form of solution
Wx,Y")=U,(x)h(x)f(7) leads to the Watson similarity solution as
the solution of

2fm+3c2f/2=0 f’(O):O f’(1)=1 f”(l):()

Here, U,(x) represents the nondimensional unknown velocity at
the free surface and ¢ can be obtained analytically as
'(1/3)1(1/2)
3I'(5/6)

As a result, the axisymmetric solution can be directly inferred
from the solution of Ref. [4] as

~ 1.402

— 27¢%

U= 2+ ) 29

h(x) = 2_7:()63 +1) (30)
3\3

Here, [ is a nondimensional leading edge shift constant. The so-
lutions hold at large distances from the jet incidence and / may be
associated with an indeterminate origin of such a flow solution.
An estimate of / may be obtained by further consideration of the
growth of the boundary layer from the point of impact of the jet.
The effects of viscous retardation are seen to result in a simulta-
neous thickening of the film and a reduction in the free surface
velocity.
In the original dimensional variables,

27¢2 Q?
Ur)=——F—57= 31
() 87t v(rP +L%) G1)
27 v (P + L
H() = 2 L) (32)
3N3Q
The velocity distribution within the film is given by
v(r,2) = U(nf'(n) (33)

where f(7) is the Watson similarity solution whose properties
have been presented in Ref. [4].

The associated asymptotic downstream similarity solution for
the temperature distribution is obtained by examining Eq. (19)
with @(x,Y)=(7), together with the associated similarity trans-
formations. The resultant equation is

J)u= 0

subject to the boundary conditions

(34)

JANUARY 2008, Vol. 130 / 012202-3



#0)=0 ¢'(1)=0 (35)
The solution must therefore be ¢=0, confirming a uniform tem-
perature distribution in the film equal to the temperature of the

plate, 7,,.

5 Approximate Solutions

The solutions obtained in the previous section are asymptotic
solutions, which are valid well downstream of the location of jet
impingement and deflection along the plane. An approximation
scheme is now presented, which looks more closely at the flow at
impingement. The solution is built up from this vicinity, stage by
stage, to provide comprehensive details of the velocity and tem-
perature distribution at radial stations away from the origin.

5.1 Region 1. The discussion of Region 1 follows closely that
of the sheet drainage flow of Ref. [4]. At impact, an inviscid
deflection of the draining sheet occurs over a negligibly small
length scale. Only after deflection is the flow aware of the pres-
ence of the solid boundary, and only then do viscous effects begin
to influence the flow field. The development of a viscous bound-
ary layer within a uniform velocity film accounts for the close
parallel in this region with Blasius boundary-layer flow. Similarly,
the temperature differential between the plane and the fluid only
begins to influence the temperature distribution after deflection.
Thus, a developing thermal boundary layer may also be antici-
pated from r=0.

The equations governing the viscous and thermal boundary lay-
ers are exactly the same as Egs. (17)—(19), but the boundary con-
ditions, as in Ref. [4], now read

U=0, V=0, ¢=0 atY=0,x=0
(U—1, ¢—1 as Y approaches the outer limits of the viscous and
thermal boundary layers, respectively)
d=1

U=1, atx=0, Y>0

The transformations

o 2 o o 3
WMFJ;%ﬂ<MnW@,ﬁJ%%

— 19 — 1 7
T L (36)
X 9y X ox
lead once again to
JTYH +F! —
1 &// _-(Z/ 0
— 3+ -
Pr f
subject to boundary conditions
f0)=0, f(0)=0, &0)=0
F@=1 @7 —1 asq— +o

Full details of these solutions may be referred to in Ref. [4].
Following the arguments of Ref. [4], a device which essentially
suppresses the transition region may be introduced. An approxi-
mate velocity profile,

.y = B0 z) g
Ux,Y)=U(x)f (5 P
is assumed, where f'(7) is the original Watson similarity profile
and S(x) is the nondimensional boundary-layer thickness. The
profile is then used in a Kdrmdn—Pohlhausen method of solution.
Over Region 1, unretarded fluid is present when x <Xx, say, where
xo marks the point of penetration of viscous effects on the free

(37)
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surface, so that Uy(x)=1 and 8(x) <h(x) over 0<x<x,. For x

> x, into Region 2, 8(x)=h(x) and Uy (x)<1 in a manner that,
using the conservation of flow constraint, can be matched directly
onto the asymptotic similarity solutions.

The use of f'(7) is feasible only because its integral properties
are readily available for use in the momentum integral equation,
which reads

alx) =
1\d — _ _ (U
(—2)—f U(l—U)dY=<—_> (38)
x/dx J Y/ o
Using Eq. (37) gives
1
1\d f'(0) c
= "(1=f)d — -
(xz)dx &X)JO f ( f) n 5(x) 5(X)
The integral
. 2(77 0\3)
f(f F2)dn= > (39)
3\3¢
and the equation for the boundary-layer thickness is
[3.3,2
d (&) = 37\3c¢ xr
dx m—c\3
and, hence,
-
3 3.3
Fl=—"—= (40)
m—c\3

where &(x)=0 has been assumed at x=0, which is valid in the
limit of the underlying assumption.

Invoking the conservation of volume flow at x, the end point of
Region 1 effectively suppresses the transition region and leads to

S(x) o 3 1
f udy +(h-8) =~ (41)
0 2
or
: 1
5J f’(n)d77+(h—5)=5 (42)
0
giving
_ 1 2w
h(x)=—+<l— = ) (43)
2 3V3¢?
Since 8(xy)=h,
(44)
and matching the free surface velocity at x=x, leads to
I= (3\3c ) =~ 0.8308 (45)

16 772

5.2 Alternative Profiles. The fact that the integral properties
of the Watson similarity profile are readily calculated has been
used to advantage in Sec. 5.1. Its use, however, in the energy
integral equation is not as convenient as a polynomial representa-
tion or approximation for the velocity profile. For instance, the
Pohlhausen profile

fm=2n-27+7" (46)

may again be used in assessing aggregate properties of the flow.
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The result is an estimate of the boundary-layer thickness given by

420x°
8= 47
=37 (47)
which leads to
3 A
13330
X, =~ ~ 03555 (48)
L 3/2778302—-37079’V()8560 49)
L 823272 :

as compared to Egs. (44) and (45).
Alternatively, the fourth order polynomial approximation to

()
fi(m=cn+(@4=-3c)7 +(2c-3)7 (50)

may be used. The viscous boundary-layer thickness for this profile
is given by

420¢x3

53} _ CX - (51)
72 +39¢ - 19¢
and
2 [5(72+39c - 19¢%) 046607 (52)
0, = 21¢(8 + 3¢)? '
3 [567¢3(8 + 3¢)? = 407(72 + 39¢ — 19¢?)
I,= 5 ~(.8293

1687%¢(8 + 3¢)

(53)

which very closely approximate Egs. (44) and (45). Consequently,
the polynomial £ (7) is used in subsequent developments of ve-
locity and temperature distributions.

The temperature characteristics of Region 1 are now consid-
ered. The energy integral equation of Eq. (19) becomes

67-()() 7
(%)if U(l—&)dl?:i(a—?)
x°/ dx Pr\ oy Ve

0

(54)

where &7(x) denotes the outer limits of the region of thermal dif-
fusion. When Pr> 1, it may be anticipated that Sp(x) < &(x) over
0<x<xq. With 7;=Y/8(x) and the ratio /8 denoted by A so
that 7=A 7y, the solution for 67(x) may be developed by assuming

profiles for U and .
The two profile pairs of Ref. [4] have been used

d
—(A2 —

U =fi(n,  ¢n)=Ff(n)

U =1,  ¢ar)=f.(n) (55)

as each pairing ensures identical velocity and temperature distri-
butions for Pr=1 when also A=1. It is expected that the second
pairing has advantages in effecting the transition at the end of
Region 1.

The resultant equations for A are

148
A3(168 —27A% +7A%) = . (56)
T
4(72 +39¢ — 19¢?
A2D(a) = H2+3%e = 19¢) (57)

Pr

where  D(A)=168¢(3-c)A+27(4-3¢)(5-2¢)A%-7(3-2¢)(12
—5¢)A%, as obtained previously.

5.3 Region 2. The continuing diffusion of hot wall effects
within a hydrodynamic setting prescribed by the Watson similarity
solution is monitored in Region 2. The velocity on the free surface
is no longer uniform but is prescribed in nondimensional terms by
Eq. (29). The viscous boundary-layer thickness &(x) is now one

and the same as h(x), namely,
— 2
3 = h(x) = =0 + )
3V3

The energy integral equation (Eq. (54)) remains appropriate, and
the progressive thermal diffusion implies that &7(x) — 8(x)=h(x).
In prescribing profiles, 77=Y/8;(x) may again be utilized, but
now A(x)=38p(x)/ 8(x) is no longer constant and tends to 1 at the
end of Region 2.

An equation for 87(x) may be obtained by introducing the fol-
lowing profiles into the energy equation

Ulx, ) = U0} (n)

dx )= cPr(x® + 2)A[336¢(3 — ¢) + 108(4 — 3¢)(5 — 2¢)A? = 35(3 — 2¢)(12 - 5¢)A°]

This first order equation may now be integrated with initial data
A(x,,;Pr) as far as A(x;,,(Pr);Pr)=1.

A3[3360c(3—c¢) + 648(4—3¢)(5-2¢)A*=175(3-2¢)(12—5¢)A3]

50400  x*+1 5
= In 5% + 6660 +2001c—1222¢

Prx +1D

(61)

where x;,, is used to denote the end of Region 2, as predicted
using the Watson polynomial profile. Beyond x;,,, viscous and
thermal effects are present throughout the film. For comparison,
the Pohlhausen equivalent has also been computed and included
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(E(X, 7r) =fvlv(7lr) (58)
to give
Si(x) d - 2520c¢
= —[U(x)D(A) 8,(x)] = (59)
x° dx Pr
which in turn leads to
10080x2
(60)

in the subsequent illustration of results.
The values of x;,,(Pr) are listed in Table 1. The numerical de-
tails for various Pr are presented in Table 2.

5.4 Region 3. In both Regions 1 and 2, it has been assumed
that at the edge of the developing thermal boundary layer the
temperature smoothly assimilates into that of the impinging jet. As
a consequence, zero heat flux has been invoked. In Region 3, the
same boundary condition, in fact, remains valid. Here, however, it
is justified by the assumption of negligible heat transfer between
the liquid free surface and the surrounding air. Consequently, the
temperature of the film rises as a result of continuing heat input at
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Table 1 The values of x;, (Pr) for various Prandtl numbers
Pr X (Pl')
1.0 0.4670
2.0 0.6274
3.0 0.7513
4.0 0.8616
5.0 0.9663
6.0 1.0691
7.0 1.1722
8.0 1.2773
9.0 1.3856
10.0 1.4980

the plate. The temperature is thus asymptotic to 7,,.
Using the following profiles:

U, n) = U)f ()

b(x, ) = B, () (62)

where now z=Y/h(x), the energy integral equation now reads

L i Z(x)_ o h(x) —d_,B _ _i (9_(?)
(el o[ ot |5 (2)

(63)

Here, B(x) monitors the adjustment of the film temperature to
T,,. The result is an equation for B(x) within the framework of the
prescribed film thickness, namely,

72+39¢-19c> d - —— 8+3c__d_/_3_£,8_x2

UhB]l-——Uh— = 64
630 S dx  Pr n (64)

al 20

Remembering that U,(x)/(x)= 3\3‘§c2/ 4, Eq. (64) becomes

dB 25208x* (65)
dx (360 + 111c +38¢%)Pr(x* + )
and, hence,
ﬁ( ) (x?w + lfv)84()/L‘(36()+11c+38cz)Pr (x?w-'— li)LOlS/Pr (66)
X)= =~
B+ G+l

which satisfies the requirements B[x;,(Pr)]=1 and has B—0 at
rates dependent on Pr.

6 Approximation Results

The approximation scheme outlined provides comprehensive
details of the flow and heat transfer characteristics for the model
flow. Estimates of film thickness, velocity and temperature distri-

Table 2 Numerical results for A(x) in Region 2 for various
Prandtl numbers

X—Xow

A(x) Pr=2 Pr=5 Pr=10
X1w = Xow
0.0 0.7878 0.5775 0.4575
0.1 0.8092 0.6253 0.5347
0.2 0.8306 0.6728 0.6085
0.3 0.8520 0.7193 0.6769
0.4 0.8734 0.7644 0.7389
0.5 0.8947 0.8081 0.7948
0.6 0.9160 0.8500 0.8450
0.7 0.9372 0.8902 0.8899
0.8 0.9583 0.9286 0.9304
0.9 0.9792 0.9652 0.9669
1.0 1.0000 1.0000 1.0000
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Fig. 2 (a) Comparison of free surface velocity for the respec-
tive profiles; (b) free surface velocity for the numerical solution
and the present profile

butions, skin friction, and heat transfer coefficients over the entire
region downstream of the point of impingement can be obtained.

6.1 Film Thickness and Velocity and Temperature
Distributions. To indicate the underlying implications of the hy-
drodynamic modeling, the free surface velocity has been illus-
trated for the respective profiles in Fig. 2(a). The associated ve-
locity profile development within the deflected film is illustrated
schematically in Fig. 3. Overall predictions of film thicknesses
appear in Fig. 4(a). A more detailed indication of the region by
region form of solution appears in Fig. 5. For the range of Prandtl
numbers Pr=2, 5, and 10, film thickness profiles incorporating the
viscous and thermal diffusion processes to penetration are pre-
sented. A typical set of temperature distributions within the film
covering the evolution between initial thermal diffusion and the
asymptotic linear profile is illustrated in Fig. 6.

6.2 Skin Friction and Heat Transfer Coefficients. The ele-
ments of interest in engineering practice are the shear stress at the
solid boundary, i.e., the skin friction and the rate of heat transfer at
the boundary. The skin friction is defined as

v
T= M(_r) (67)
2 z=0
leading to the nondimensional skin friction coefficient
22\ 1B Re23 o
;=<Lﬂ) TR (0 68)
pUs x o pUpx Y/ yo

From the approximations, it gives
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Fig. 4 (a) Comparison of film thickness for the respective pro-
files; (b) film thickness for the numerical solution and the
present profile
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. 81\3¢
T 16 (3 + )2

w

(in Regions 2 and 3) (70)
Graphs of 7(x) are plotted in Fig. 7(a). The integrable square root
singularity is consistent with the Blasius boundary-layer
equivalent.

The most significant film cooling design factor is the heat trans-
fer across the film. The heat transfer at the solid boundary is given

by
<8T> KATRele(r?(Z)
g=-«l—| =—7T—|—=
92/ =0 Hy Y/ v

where AT=T,,—T,. The nondimensional version of this is known
as the Nusselt number defined as

(71)

H e
Nu= —A;ROM = <—?) (72)
K e X JY ;=0
The results are
N 1 37 (in Region 1)
= —— (in Region
YA e Viose
1 3\3
=—————— (in Region 2
A, (x;Pr) (3 + l;) ( g )
— 3 3\ 840/367¢*Pr
343 x| +1
=%(H) (in Region 3)  (73)
w(x’ + l;,) X +1
and
N 1 (72 +39¢ — 19¢%)c (in Region 1)
= in Region
= A P V 420, &l
1 3 \Ec

- in Region 2
A, (xsPr) 27 (3 + 1) ( ¢ !

. . 2
(x? + li.)84()/L(36()+lllc+38(, )Pr
w

3,13
X+ 1,

3 3\§c
T2 + 11)

(in Region 3)

(74)

The predictions of Nu,, for a range of Prandtl numbers are pre-
sented in Fig. 8(a). The values of A,(Pr) and A, (Pr) have been
obtained from Egs. (56) and (57), respectively. A, (x;Pr) satisfies
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Eq. (61). Accordingly, A,(x;Pr) satisfies the following equation:

50400 X+
In L 42887 (75)

A3(3360 - 648A% + 175A%) = — -
c“Pr x| +1
»

P

7 Numerical Solutions

The continuity (Eq. (10)) is eliminated by introducing a stream
function ¢ defined by
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_ _ 14
o=yl

m (76)
* oy

X ox

Owing to the geometry, H(x) is singular at x=0. To remove this

singularity, y and /(x) are introduced and given by

y=xY, h(x)=xH(x) (77)
Substituting Egs. (76) and (77) into Egs. (10)—(16) gives
Py ([ 1\ oy Py e
3 2N\ e ax ot (78)
y X dy dxdy  dx dy
dy b dy dx  dx dy
subject to boundary conditions
=0, (7—'/'=o, $=0 aty=0,x=0 (80)
ay
1 &y ) _
l/f=5, ?= , 5=0 aty=h(x), x=0 (81)
h=t gy, B=1 =0,0< 1 82
_2’ l//_y’ ¢_ at x = s y\z ( )

where the initial condition (Eq. (82)) appears due to the original
initial condition
Hp Hp
H==2, v,=U, T=T, atr=0,0<z<-" (83)
2r 2r

In anticipation of the use of a Keller box method and its attrac-
tive extrapolation features, the differential system (Egs. (78)—(82))
is recast as the following first order system:

W
T _g
dy
F
Z o5
ay
v (1 (_&u _w)
==(5la=-o=—
dy X ox ox
b __
x5
ay
ow (P b _a
—=<—2r)<ﬁ—¢—w—¢> (84)
ady X ox ox
whose boundary conditions are
¥=0, =0, $=0 aty=0,x=0
1 _ _ _
l,//=£, v=0, w=0 aty=h(x),x=0
-1 - 1
h=5, Y=y, ¢=1 atx=0,0<y$5 (85)

The following coordinate transformation, what simultaneously
maps the film thickness onto the unit interval and removes the
Blasius singularity at the origin, is introduced

_ &qh
CErl-g
The dependent variables are transformed as

x= §2/3,
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v 361+ & 3(1- )1+ &3hfv
el (Erl-n® | 2eri-np)
381+ &)°h
+—2(§+1_77)3(uu§—vf§)
_(1+§)hw
T E+l-7q

woo 3Pr(1 — ) (1 + &3hfw

R 2é+1-n)*
3Pré(l+ &)°h

subject to

f=0, u=0, ¢=0 aty=0,£=0

1
f=3. v=0, w=0 atn=1£=0
1
h=2. f=foln). d=do(n) até=0.0<n<1 (87)

where the initial profiles fy(7) and ¢y(7) are found by putting &
=0 and h=1/2 into Eq. (86) and solving, subject to conditions f
=u=¢=0 at =0 and u=1, ¢=1 at »=1.

The parabolic system of equations and boundary conditions
(Egs. (86) and (87)) has been solved by marching in the ¢ direc-
tion using a modification of the Keller box method. A nonuniform
grid is placed on the domain £=0, 0= =<1, and the resulting
difference equations are solved by Newton iteration. Solutions are
obtained on different sized grids and Richardson’s extrapolation
used to produce results of high accuracy. A full account of the
numerical method and the details of implementation are beyond
the scope of this paper and will be reported separately [13]. The
detailed numerical method procedure for this case is fully dis-
cussed in Ref. [1]. For the axisymmetric flat plate in this paper,
the relevant physical parameters should be chosen as

1 2

1
Fx)=0 Gx)=— x,=+% y=—- a=- p=2
X 2 3
The solution scheme was successfully tested against previously

reported results [14-19].

8 Results

A typical run has a coarse grid of dimension 60X48 in the
(¢, 7) domain with each cell being divided into one to four sub-
cells. Because of the coordinate singularity at £=0, =1, a non-
uniform grid is employed and given by &=(1/3)sinh[£"3(1
+&9)], p=1-(1-%)"3, where &€ and % are uniform. When A¢
=0.044618955 and Anp=1/47, this gives A{~0.004 and Any
~0.003 near the singularity, which is sufficiently small to give
good accuracy, and this enabled us to integrate as far as &~ 10,
which is necessary for the profile at infinity to be determined with
sufficient accuracy. From the convergence of the extrapolation
process, the absolute error is 9 X 1077, A typical set of numerical
data is presented in Table 3.

Figures 2(b), 4(b), 7(b), 8(b), and 9(a) show excellent agree-
ment between the full numerical solutions and the theoretical re-
sults obtained using an assumed present quartic velocity profile
(Eq. (50)). Figure 9(b) shows free surface temperature for various
Prandtl numbers. As Pr increases, the temperature decrease be-
comes more gradual.
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Table 3 Film thickness, free surface velocity, and temperature
for the axisymmetric flat plate with Pr=2

Film Free surface Free surface
thickness velocity temperature
x h(x) ilx,h(x)] Blx.h(x)]
0.000 0.500 1.000 1.000
0.115 0.539 1.000 1.000
0.197 0.587 1.000 1.000
0.294 0.659 1.000 1.000
0.416 0.767 0.981 0.999
0.520 0.875 0.911 0.989
0.733 1.191 0.682 0.891
1.072 2.206 0.368 0.660
1.669 6.338 0.128 0.389
1.968 9.930 8.188 X 1072 0.310
2.817 27.742 2.931X%1072 0.185
5.228 1.735 X 102 4.685% 1073 7.372% 1072
10.791 1.520 X 10° 5.348 X107 2.484x 1072
25.010 1.892 X 10* 42971073 7.031 X 1073
46.931 1.250x 10° 6.504x107° 2.734% 1073
1.347 X 10% 2.957 X 10° 2.749 X 1077 5.620%x 1074
1.073 % 103 1.495 % 10° 5.438x 10710 2.500% 1075
1.321 X 10* 2.784 X 1012 2.920x 10713 6.00Xx 1077
1.385% 10° 3.212% 10" 2.531%x 10716 0.000
1.000 X 10° 1.209 X 10'8 6.723 %1079 0.000

9 Concluding Remarks

Both numerical and approximate solutions for the flow of a cold
axisymmetric vertical jet against a horizontal flat plate have been
obtained. The level of agreement in estimating film thickness and
velocity and temperature distributions is remarkably good insofar

1 .1 T T T T
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+
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Fig. 9 (a) Free surface temperature for the numerical solution
and the present profile at Pr=2 (b) free surface temperature for
various Prandtl numbers
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as predictions of skin friction and heat transfer characteristics are
concerned. Although it is valuable to have demonstrated a suc-
cessful, robust Keller-box algorithm, it is also noteworthy that the
approximation may provide a satisfactory methodology for the
assessment of practical configurations, sufficient for the purposes
of engineering practice.

Nomenclature
C, = specific heat
(f,u,v,é,w) = dependent variables
fo, 9 = initial profiles
H,h = film thicknesses
Hy = jet semithickness
k = thermal conductivity
[ = leading edge shift constant
Nu = Nusselt number
P,p = pressure
Pr = Prandtl number

Q = UpH,
q = heat flux
(r,z),(x,Y) = Cartesian coordinates measured along and nor-

mal to the plate
Re = Reynolds number
T = temperature
T, = jet temperature
T, = plate temperature
U, = jet velocity

U, = free surface velocity
V=(U,V) = velocity and its components
Xp.Xx; = ends of Regions 1 and 2

Greek Symbols
B = dimensionless free surface temperature
I' = gamma function
A = 5T/ 5
0,0r = dimensionless boundary-layer thicknesses of
velocity and temperature variations

nr = n/A
x = thermometric conductivity
m,v = dynamic and kinematic viscosities

(¢,7) = dimensionless coordinates
= density

= skin friction

= stream function

a7

Journal of Heat Transfer

Subscript

w = Watson
Superscript

" = dimensional analysis
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Temperature-Dependent Viscosity

Temperature-dependent viscosity effect in buoyancy driven flow of a gas or a liquid in an
enclosure filled with a porous medium is studied numerically based on the general model
of momentum transfer in a porous medium. The exponential form of viscosity-temperature
relation is applied to examine three cases of viscosity-temperature relation: constant,
decreasing, and increasing. Application of arithmetic and harmonic mean values of the

viscosity is also investigated for their ability to represent the Nusselt number versus the
effective Rayleigh number. Heat lines are illustrated for a more comprehensive investi-
gation of the problem. [DOI: 10.1115/1.2780179]

Keywords: natural convection, heatline visualization, porous media, variable property,

numerical, non-Darcy

1 Introduction

Most previous studies on free convection in porous media as-
sumed the viscosity of the fluid to be constant. However, there are
special cases where the viscosity changes with temperature while
other fluid properties remain relatively constant, see, for example,
Ref. [1]. On the other hand, variable-property free convection in a
porous cavity has been analyzed by some authors, as surveyed by
Nield and Bejan [2].

Nield [3,4] argued that property variation should not affect con-
vection if one uses an effective Rayleigh number based on mean
values. Chu and Hickox [5] reported that even extreme viscosity
variations did not have a significant effect on the overall free
convection heat transfer coefficient provided the properties were
evaluated at the arithmetic mean temperature and a correction
factor was used. Siebers et al. [6] have come up with a similar
conclusion for free convection of air along a vertical plate.

On the other hand, applying the general model of Vafai and
Tien [7] and Hsu and Cheng [8], Guo and Zhao [9] numerically
studied the natural convection of poly-alpha-olefin (PAO) with a
temperature-dependent viscosity and predicted a higher Nusselt
number when the viscosity decreased with the temperature. With
properties evaluated at the arithmetic mean temperature (of hot
and cold walls), their results still showed significant differences
between constant- and variable-property flows. For example, for
Da=10"* and Ra=10, their Nu was about 75% higher than Nugp.

Apparently, more investigation is needed to study the effect of
temperature-dependent viscosity on natural convection. This work
addresses the issue by considering a square porous cavity, de-
picted in Fig. 1, similar to that of Refs. [10-12]. Following rec-
ommendations by Ref. [13], the exponential model for viscosity-
temperature relation is applied here for flow of an incompressible
fluid. The viscosity of a gas usually increases with temperature
and the viscosity of a liquid does the reverse. We consider both
cases.

Previous work on the effects of property variation on convec-
tion heat transfer in fluids clear of solid material has been sur-
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veyed by Kakag [14]. Recently, Narasimhan and Lage [1] have
reviewed the issue for forced convection in a porous duct.

2 Model Equations

Incompressible natural convection of a fluid with temperature-
dependent viscosity in a square enclosure filled with homoge-
neous, saturated, isotropic porous medium with the Oberbeck—
Boussinesq approximation for the density variation in the
buoyancy term is considered, as shown in Fig. 1(a). The solid
matrix and the fluid are in local thermal equilibrium. The govern-

ing equations can be written as
dp
(FKPF) +S, (1)

o'g) w9 _ i(r ﬂ_«>) 9
o &y* T\ fox &y*
where ¢ stands for the dependent variables u* 0", and T", and r,
and S, are the corresponding diffusion and source terms, respec-
tively, for the general variable ¢, as summarized in Table 1.
The exponential model assumes

n=viv,=exp(b6) (2)

where b is positive/negative in the case of a gas/liquid whose
viscosity increases/decreases with an increase in temperature. Our
dimensionless temperature is 6=k(T"=T.)/(q"L) following Be-
jan’s [15] recommendation to select the lowest temperature as the
reference temperature for heatline visualization purposes. One
also notes that the Taylor series expansion for very small values of
b leads to linear or inverse linear v-6 relation as

v=v.(l+b6) (3a)
vi=v'(1-b6) (3b)
similar to Refs. [16-19].
The dimensionless stream function is defined as
u =yl dy (4a)
v=—dildx (4D)

Taking the curl of x'- and y*-momentum equations and eliminat-
ing the pressure terms, one has

u-Vo=Pr[(Viw-s*w)e’’ - AlUlo+S,,] (5)

where
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Fig. 1 (a) Definition sketch and (b) dimensionless boundary
conditions
Table 1 Summary of the solved governing equations
Equations ¢ r, S,
Continuity 1 0 0
" " -1 &p* v Cp¢u*\U*|
X" momentum u /¢ v — - -
p ox K K
* * # 1 ‘917* v
y  momentum v /o v BT -T)-———=-—
dy K
Cre'|U|
- K2
Energy T a 0

012501-2 / Vol. 130, JANUARY 2008

Table 2 Present Nu versus those in the literature for s=1000
(Da=107%)

Ra Present Ref. [10] Ref. [11] Ref. [20]
50 1.57 1.57 — —
100 2.09 2.09 2.11 1.93
200 2.75 2.78 2.78 2.71
500 3.98 4.06 4.05 3.91
108 5.29 5.41 535 5.07

2<ana¢ anazp) <(9|U|(91// a\u|a¢) 90
WS+ |+ A ——+ | tRay

ax ax  ay dy ox ax  ay ay) T Tax
_ Hﬂ_nﬁ . ﬂ_wz_w) . z(a_v&n @ﬁ)
day\ ox axdy  dy dy* ax\ dx ax> Ay dxdy
dndw JIndw
] ®
The vorticity directed in the z direction is defined as
w=-V ™)
The thermal energy equation now takes the following form:
u-Vo=v3a (®)

The Nusselt number, following Merrikh and Mohamad [11], is
defined as actual heat transfer divided by pure conduction as

Nu= 1/ewall,av (961)

1
Owall,av = J 6(0$y)dy (9b)
0

where 6y, ,y is the average dimensionless temperature measured
over the left (heated) wall. Following Bejan [15], the heatfunction
concept is applied, which is an invention similar to the stream
function but more suitable to visualize heat transfer. The heatfunc-
tion, H*(x*, y*), intrinsically satisfies the thermal energy equation
while the stream function does the same for the mass continuity
equation. Patterns of H =const heatlines are lines across which
the net flow of energy is zero. Nondimensional heatfunction is
defined as

—=uf-— 10,
dy " ox (10a)
oH a0

-—=v0-— (10b)
ox

The problem is now to solve Egs. (5)—(10) subject to the boundary
conditions shown in Fig. 1(b).

3 Numerical Details

All runs were performed on a 90X 90 grid. Our Rayleigh—
Darcy number, or simply Ra hereafter, is limited to 103 while our
Da ranges from 107 to 1; the modified Prandtl number and the
inertia parameter are both fixed at unity, similar to Ref. [11]. Grid
independence was verified by running different combinations of s,
Ray, and b on 90 X 90 and 120 X 120 grids to observe less than 1%
difference between results obtained on different grids. The con-
vergence criterion (maximum relative error in the values of the
dependent variables between two successive iterations) was set at
107>,

According to Table 2, our results are close to those of Refs.
[10,11,20] for Da= 1075, while Table 3 checks our Nu at higher Da
(Da=0.01 or s=10) against Ref. [20]. Their results were for an
isothermally heated cavity but, following Bejan [15], one can
modify their Nu-Ra correlation to compare against a problem with
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Table 3 Present Nu versus those of Ref. [20] for s=10 and

CF=0
Ra Present Nu Ref. [20]
100 1.48 1.48
200 1.84 1.84
500 241 242
1000 2.93 2.92

isoflux heating. The Rayleigh number based on temperature dif-
ference in an isothermally heated cavity can be related to a heat
flux based Ra, here Ray, as

Rayy=Ra/Nu (11)

In this way Nu=CRaj reads Nu=(CRa;l)”(1“"), as noted by Be-
jan [15] for free convection in a cavity without a porous medium.

4 Results and Discussion
Figure 2 shows line diagrams of v(x,0.5) and 6(x,0.5) for Ra
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=50 with various b values. For a constant-property fluid (b=0),
the velocity peaks near the opposing walls more or less mirror
each other. If the viscosity has a decreasing relation with tempera-
ture (b<<0), the absolute value of the peak vertical velocity near
the heated wall is higher than its counterpart near the opposing
wall (cold wall). With 5>0, the situation is reversed and the
vertical velocity is higher nearer the cold wall. Lower levels of 6
are predicted with a decrease in b, which may be a manifestation
of increased convection equalizing the temperatures as b is re-
duced. Moreover, with b=1.5 and Ra=50, the dimensionless mid-
plane temperature varies almost linearly with x, which implies a
conduction-dominated heat transfer.

Figure 3 shows the dependence of the Nu/Nu,, and R on b. The
dependence is higher at smaller Ra. For the range of variables
considered, Nu and the stream function vary from their constant-
property values by up to 20% and 25%, respectively.

According to Fig. 4, the net energy path consists of two vertical
boundary layers connected through an energy tube located along
the upper wall. The two walls maintain different boundary condi-
tions and their boundary layers are therefore different. At the iso-
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Fig. 4 Heat lines for various b values with Ra=50 and (A) s=1, (B) s=100, and (C) s=1000

thermal wall, the heatlines are normal to the wall. At the isoflux
wall, the heatline slope shows the amount of energy transferred
from the wall and vertical increments in heatfunctions are con-
stant. As seen, horizontal heatlines imply conduction-dominated
heat transfer and this dominance becomes clearer with »>0. For
example, almost perfectly horizontal heatlines at b=1.5 indicates
the heat transfer occurring almost entirely by conduction, a situa-
tion already observed at this value of b by the linear temperature
distribution in Fig. 2. The degree of upward deflection of the
heatlines represents the strength of convective heat flow, inter-
preted as “heat rises” by Bejan [15]. It seems that heatlines can be
used to show the onset of convection instead of isotherms. How-
ever, investigation of this possibility is left for a future report. As
b decreases or s increases at a fixed value of Ra, the heatlines
become denser near the top wall, which implies higher heat trans-
fer rate. Nevertheless, this is probably more due to the fact that
Ray had to be increased to maintain a constant Ra with an increase
in s.

The above results demonstrate the apparently destabilizing ef-
fect of viscosity decreasing with increased temperature when Ra
is calculated at 7. Let us now see what happens when using
average Rayleigh numbers.

012501-4 / Vol. 130, JANUARY 2008

Nield [3] recommends using harmonic average for the fluid
viscosity in effective Rayleigh number, i.e.,

Rag = (Rac-+ Rag)/2 (12)

Applying the average wall temperature for the hot wall, one has

Ray = Ra exp(- b/Nu) (13)
With Rac=Ra, it leads to
Ra=Ra[1 + exp(— b/Nu)]/2 (14)

Equation (14) can be used to find Ra.g only when one knows Nu.
This makes its application somehow difficult. However, as a first
approximation, one can apply the Nu,, value instead of Nu. It will
be shown, by Tables 4 and 5, that this approximation will lead to
a maximum error of 6% in Nu.

Table 4 shows a sample of Ra. for limiting values of b, s, and
Ra considered in this study. Also available in this table is Nu/Nu,,
calculated in two ways. The first method is application of Ra. as
recommended by Nield [3] with »=0. The Nusselt number then is
divided by Nu, evaluated at Ra=Rac. This column is labeled as
“Estimated” in Tables 4 and 5. The second approach (which was
taken so far) is calculating Nu numerically (for a case with non-
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Table 4 Calculation of Ra,4 and Nu

Nu/Nug,
K b Ra Ragg Estimated Numerical
10 -15 50 86.02 1.149 1.145
1.5 50 34.08 0.934 0.91
103 -15 50 72.25 1.164 1.168
1.5 50 37.08 0.883 0.833
10 -15 103 1312.7 1.067 1.07
1.5 103 797.33 0.927 0.923
103 -15 103 1153.05 1.061 1.064
1.5 103 876.35 0.947 0.932
Table 5 Calculation of Ra.; and Nu for s=10
Nu/Nug,
Ra b Ra.g Estimated Numerical

100 -15 187.76 1.178 1.152
1.5 68.15 0.905 0.887

200 -15 325.97 1.135 1.113
1.5 144.25 0.919 0.894

500 -15 714.65 1.097 1.08
1.5 384.51 0.934 0.904

103 15 1335.73 1.078 1.076
1.5 799.14 0.943 0.932

zero value of b) and then dividing it by its value also numerically
calculated at constant property—both calculations done at the
same Ra. This column is labeled as “Numerical” in Tables 4 and
5.

As another check on Nield’s theory and based on Eq. (11), we
recover the correlations reported by Lauriat and Prasad [20] as

Nu Raeff m/(1+m)
Nug | Ra 13
Ugp a
Making use of Eq. (14), Eq. (15) reads
Nu [ 1 + exp(— b/Nu) ]"’/(”'") (16)
Nu., 2
cp
where to the first approximation,
Nu 1 +exp(= b/Nug,) |+
Nu,, 2 (7
cp

Results of Eq. (17) are shown in Table 5 with a procedure similar
to that described above concerning the data in Table 4. Seemingly,
the Ra. approach works well even when the viscosity ratio can
reach as high/low values as 4.5/0.22 while the arithmetic mean
value for the viscosity may not be a proper option. For example,
applying Eq. (2), Ra.g/Ra,, reads

1 + exp(— b/Nu) } (18)

Ragr
Ra,, |2 exp[-b/(2Nu)]

where Ra,, is the Rayleigh number with the viscosity being
evaluated at the arithmetic mean temperature. As b— 0, the Ra

Journal of Heat Transfer

ratio tends to 1. However, increasing b, the ratio differs substan-
tially from unity. For example, with s=10 and Ra=100, Nu,
=1.48 based on Table 3. With h=3, the Rayleigh ratio becomes
1.56, which leads to a 12% change in the associate Nu when the
correlation by Ref. [20] is applied.

5 Conclusion

Temperature-dependent viscosity effect on free convection in a
porous cavity is studied numerically based on the general model
of momentum transfer in a porous medium. It is found that the
effective Rayleigh number works well within the range of the
parameters considered here. Applying Ra.g, one can still use the
constant-property results and this, in turn, will reduce the compu-
tational time and expense required for solving a variable-viscosity
problem. Moreover, it was observed that application of heatlines
gives us a higher resolution as they show lines along which energy
is transferred. Dissimilar heatline patterns were observed for dif-
ferent vertical wall boundary conditions. An important parameter
is the degree of upward deflection in heatlines as it indicates the
heat transfer enhancement. It was also shown that for variable-
property free convection in a porous cavity, the Nu-Ra correlation
for isothermal walls can still be modified for isoflux cases. In this
way, one can use Nu, in our Eq. (14) instead of Nu (which is
unknown and hence can hamper further progress) within a reason-
able range of error.
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Nomenclature

viscosity variation number

inertia coefficient

the Darcy number, Da=K/L?
gravitational acceleration

heatfunction

dimensionless heatfunction

porous medium thermal conductivity
permeability

cavity height

the Nusselt number

pressure

modified Prandtl number, Pr.=¢v./a
heat flux

maximum stream function ratio,
R=tfnax/ l!fmax,cp

the Rayleigh number, Ra;= gBL*q" | (v .ak)
Rayleigh-Darcy number, Ra=Ra,/s*

the Rayleigh number based on AT, Rayr
=gBATL?/(v,c)

porous media shape parameter, s=Da
source term for ¢ equation

-1/2

source term for vorticity transport equation

temperature

cold wall temperature

X velocity

(u*,v*)L/ @

mean velocity (1,4*2+U*2)”2
dimensionless mean velocity (u”+v
y* velocity

horizontal and vertical coordinates

2)1/2

= ("L

Greek Symbols

o

£o6 2o TS P

Subscripts
am
av
c

thermal diffusivity of the porous medium
thermal expansion coefficient
diffusion parameter _
inertial parameter A=CpL¢?/(Pr,.VK)
dimensionless temperature

kinematic viscosity ratio

fluid viscosity

kinematic viscosity

fluid density

stream function

generic variable

porosity

vorticity

arithmetic mean
average
cold wall

012501-6 / Vol. 130, JANUARY 2008

cp = constant property
eff = effective
H = hot wall
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Moving Boundary-Moving Mesh
Analysis of Freezing Process in
Water-Saturated Porous Media
Using a Combined Transfinite
Interpolation and PDE Mapping
Methods

This paper couples the grid generation algorithm with the heat transport equations and
applies them to simulate the thermal behavior of freezing process in water-saturated
porous media. Focus is placed on establishing a computationally efficient approach for
solving moving boundary heat transfer problem, in two-dimensional structured grids,
with specific application to an undirectional solidification problem. Preliminary grids are
first generated by an algebraic method, based on a transfinite interpolation method, with
subsequent refinement using a partial differential equation (PDE) mapping (parabolic
grid generation) method. A preliminary case study indicates successful implementation of
the numerical procedure. A two-dimensional solidification model is then validated
against available analytical solution and experimental results and subsequently used as a
tool for efficient computational prototyping. The results of the problem are in good

agreement with available analytical solution and experimental results.
[DOI: 10.1115/1.2780177]

Keywords: solidification, transfinite interpolation, PDE mapping, moving boundary

Introduction

Transient heat transfer problems involving solidification or
melting processes generally refer to as “moving boundary” or
“phase change.” Solidification and melting are important parts of
manufacturing processes such as crystal growth, casting, welding,
coating process, thermal energy storage, aerodynamic ablation,
pipeline transport in permafrost regions, and cryosurgery and in
the transportation of coal in coal weather, thermal energy storage,
ice accretion on vehicles and static structures, solidification of
alloys, food processing, freeze drying, chemical processes, and
cryopreservation of engineering tissues. In all these processes,
phase changes of material are caused by the heat transfer to and
from both of the phases on either side of the interface. This yields
melting if the net heat is added to the solid part of the interface
and solidification when the net heat is subtracted.

Up to the present time, the related problems of solidification
process in 1D have been investigated both experimentally and
numerically by many researchers and up to date reviews are avail-
able; Landua [1], Murray and Landis [2], Frivik and Comini [3],
Sparrow and Broadbent [4], Voller and Cross [5], Weaver and
Viskanta [6], Chellaiah and Viskanta [7], Hasan et al. [8], Charn-
Jung and Kaviany [9], Rattanadecho [10,11], Pak and Plumb [12],
Hao and Tao [13], Attinger and Poulikakos [14], Jiang et al. [15],
Hao and Tao [16], Elgafy et al. [17], and Ayasoufi et al. [18].
Regarding specific analysis to moving boundary problems, in a
2D or 3D, there have been significant research studies executed in
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the recent past including Lynch [19], Cao et al. [20], Chatterjee
and Prasad [21], Duda et al. [22], Saitoh [23], Gong and Mujum-
dar [24], and Beckett et al. [25].

When solving a moving boundary problem, complication arises
because the interface between the solid and liquid phases is mov-
ing as the latent heat is absorbed or released at the interface. As
such, the position of the interface is not known a priori and the
domains over which the energy equations are solved vary. Also,
physical quantities such as enthalpy and transport properties vary
discontinuously across these interfaces. Therefore, solutions to
moving boundary problems, especially for multidimensional do-
mains, should cope with difficulties associated with the nonlinear-
ity in the interfacial conditions and unknown positions of arbitrary
interfaces. Moreover, in numerical approximations of this problem
with discontinuous coefficients, often the largest numerical errors
are introduced in a neighborhood of the discontinuities. These
errors are often greatly reduced if the grid generation and solution
procedure are separated with the discontinuities and special for-
mulas are used to incorporate the jump conditions directly into the
numerical model.

It is well known that the construction itself of a coordinate grid
in a specified domain is not a trivial matter and the numerical
solution of the governing partial differential equations upon it is
indeed a formidable computational task, which in turn puts a high
premium on grid generator that can provide an optimum reso-
lution with an economy of nodal points. It is found that these two
items, grid generation and solution procedure, are separate and
distinct operations, and as such should be treated in an indepen-
dent and modular way. The means for grid generation should not
be dictated by the limitations of a given specific flow solution
procedure and conversely the method that determines the flow
should accept as input an arbitrary set of coordinate points, which
constitutes the grid. In general, of course, these two operations
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Fig. 1

Physical model

can never be totally independent because the logistic structure of
the information, the location of outer boundaries, the nature of
coordinate, and the types of grid singularities are items that have
to be closely coordinated between the flow solver and the grid
generator (Eriksson [26]). Grid generation for multidimensional
geometries using transfinite interpolation functions was studied by
Coons [27], Cook [28], and Gordon and Hall [29]. Ettouney and
Brown [30] successfully modeled slightly nonplanar interfaces by
using an algebraic grid generation system where the interface was
described in terms of univariate function.

Although grid generation is the heart of most numerical algo-
rithms for flow problems or nonphase change problem, little effort
has been reported on phase change problems, particularly the
problem that is to couple the grid generation algorithm with the
heat transport equations.

This paper deals with thermodynamically consistent numerical
predictions of freezing process of water in a rectangular cavity
filled with a porous medium subjected to a constant temperature
heat sink using moving grids. They will also permit a continuous
determination of the undirectional freezing front move and indi-
cate the internal temperature distribution with a greater degree of
boundary complexity and offer the highest overall accuracies and
smooth grid point distribution. Numerically, for generating a
boundary/interface fitted coordinate system, structured grids are
initialized using transfinite interpolation algebraic methods and
the quality of structured grids can be significantly improved by
applying parabolic-partial differential equation (PDE) methods.
These methods iteratively solve unsteady conduction’s equation
together with moving boundary condition considering conduction
as the only mode of heat transfer.

Analysis of Heat Transport and Freezing Front

The two-dimensional system illustrated schematically in Fig. 1
is considered. Initially, the walls are all insulated and the rectan-
gular cavity is filled with a porous medium (PM) consisting of the
glass beads and phase change material (PCM) in the liquid state
(water), both at the fusion temperature T}. At time, #>0, a strip of
isothermal surface, 77, less than the fusion temperature is imposed
on the partial top wall. Freezing is initiated at this partial wall and
the freezing interface moves from top to bottom.

Assumptions. In order to analyze the process of heat transport
due to freezing of water in a rectangular cavity filled with a PM
subjected to a constant temperature heat sink, we introduce the
following assumptions:

(1) The temperature field can be assumed to be two dimen-
sional.

(2) The thermal equilibrium exists between PCM and PM,; this
is possible when the porous matrix has a little larger ther-
mal conductivity than the PCM, and the interphase heat
transfer can be properly neglected.

(3) Properties of PM are isotropic.

(4) The volumetric change due to solidification is negligible.

(5) The effect of the natural convection in liquid is negligible.

012601-2 / Vol. 130, JANUARY 2008

Table 1 Thermal properties of the unfrozen layer and frozen
layer
Properties Unfrozen layer Frozen layer
p (kg/m?) 1942.0 1910.0
a (m?/s) 0.210%107° 0.605 % 107°
N (W/mK) 0.855 1.480
¢, (kg K) 2.099 % 10° 1.281%10°

Basic Equations. The applicable differential equation for two-
dimensional heat flow with averaged thermal properties in both
the unfrozen and frozen layers, are, respectively,

JT, PT, T,
—km&#+—ﬁ (1)
ot ox 0z
I, _ (azfv+ﬂ) @
a S\ T a2

After some mathematical manipulations, a transformation model
of the original governing differential equations becomes [2]

a7, FPT, T, T\ d.
LA o
ot ox 14 oz /) dt

T, PT,  &PT, JT,\ dz
—=a|\ QS+ |+|— |
ot ox 0z dz ) dt

where the last terms of Egs. (3) and (4) result from a coordinate
transformation attached to the moving boundary. In the unfrozen
layer, if internal natural convection can be neglected because the
presence of glass beads minimizes the effect of natural convection
current.

4)

Treatment of the Moving Boundary. A consideration of the
energy balance at the interface between the unfrozen layer and
frozen layer provides the following equation (moving boundary or
Stefan condition):

JT é)Tl> <‘?Zm0v>2 azmov
N =N | T+ ) | =p L — 5
(s(?z "oz [ ax P )

where dz,,,,/dt is the velocity of fusion front or freezing front,
and L, the latent heat of fusion. To avoid changes in the physical
dimensions as the freezing front progresses, p,=p; will be speci-
fied. In this study, the thermal conductivity, N; and A, are bulk-
average values for the glass beads and the water or ice, respec-
tively (refer to Table 1).

Boundary Conditions. Subject to appropriate initial condition
and the boundary conditions are as follows:

(a)  The localized freezing condition. The constant tempera-
ture heat sink is imposed on the partial top wall:

T=T, (6)
(b)  Adiabatic condition. The walls except the position of lo-
calized heating condition are all insulated:

or  JT
=720 )
ox 0z

Grid Generation by Transfinite Interpolation and PDE
Mapping

Generally, two types of structured grid generation are in use:
algebraic method, i.e., transfinite interpolation and PDE methods.
Transfinite interpolation method provides a relatively easy way of
obtaining an initial grid that can be refined and smoothed by other
techniques, whether algebraic, PDE method. For more complex
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Fig.2 The parametric domain with f, ,, specified on planes of
constant u,w

geometries, such as this work, it is preferable to construct grid
initially by transfinite interpolation and to refine the grid filled in
Cartesian coordinates in the interior of a domain by parabolic-
PDE method subsequently.

Transfinite Interpolation. The present method of constructing
a two-dimensional boundary-conforming grid for a freezing
sample is a direct algebraic approach based on the concept of
transfinite interpolation. In this method, no partial differential
equations are solved to obtain the curvilinear coordinates, and the
same system is used for the entire domain. The algebraic method
can be easier to construct than PDE mapping methods and give
easier control over grid characteristics, such as orthogonality and
grid point spacing. However, this method is sometime criticized
for allowing discontinuities on the boundary to propagate into the
interior and for not generating grids as smooth as those generated
by the PDE mapping method. The main idea behind this work,
prior to generation of grids by PDE mapping methods, it is pref-
erable to obtain first preliminary grids using the algebraic method,
i.e., transfinite interpolation method. The combined transfinite in-
terpolation and PDE mapping methods are used to achieve a very
smoother grid point distribution and boundary point discontinui-
ties are smoothed out in the interior domain.

For the concept of transfinite interpolation method, a significant
extension of the original formulation by Gordon and Hall [29]
have made it possible to initially generate global grid system with
geometry specifications only on the outer boundaries of the com-
putation domain and yet obtain a high degree of local control.
Moreover, to successfully track the moving boundary front, the
grid generation mapping must adapt to large deformations of the
interface shape while maintaining as much orthogonality and
smoothness as possible. Due to the generality of the method, it has
been possible to use more advanced mappings than conventional
types and thereby improve the overall efficiency of the grid in
terms of computational work for a given resolution.

In Fig. 2, the present method of constructing a two-dimensional
boundary-conforming grid for a sample is a direct algebraic ap-
proach based on the concept of transfinite or multivariate interpo-
lation. It is possible to initially generate global single plane trans-
formations with geometry specifications only on outer boundaries
of the computational domain.

Let f(u,w)=[x(u,w),z(u,w)] denote a vector-valued function
of two parameters u, w defined on the region u;<u<u,., W,
SWSUp,,. This function is not known throughout the region,
only on certain planes (Fig. 2).

The transfinite interpolation procedure then gives the interpola-
tion function f{, ,,) by the recursive algorithm:
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oy = Arf 1+ Asif
f(u,w) =f<(zll,)w) + Bl(w)l:f(u,l) _flel,)l)] + BZ(W)I—_f(u,wmax) _f<(114?wmax):|
(8)

where Aj(,),As):Bi(w), and By, defined the set of univariate

blending functions, which only have to satisfy the following con-
ditions:

Ain=1 Ay,y=0
Axy=0 A 0=

Byyy=1 By, =0
Byy=0 By, 0=1

max:

Further, the general form in algebraic equations can be defined as

u —u
Al(u) = _ A2(u) =1 _Al(u)
max
w w
Bl(w) = wmﬂx _1 BZ(W) =1- Bl(w) (9)
max

The grid motion defined from a moving boundary motion is
modeled using a Stefan equation (Eq. (13)) with a transfinite map-
ping method.

PDE Mapping. In the proposed grid generation mapping, all
grids discussed and displayed have been couched in terms of finite
difference algorithm applications, with the understanding that
whatever nonuniform grid exists in the physical space, there exists
a transformation which will recast it as a uniform rectangular grid
in the computational space. The implicit-finite difference calcula-
tions are then made over this uniform grid in the computational
space, after which the field results are transferred directly back to
the corresponding points in the physical space. The purpose of
generating a smooth grid that conforms to physical boundaries of
problem is, of course, to solve the partial differential equations
specified in the problem by finite difference scheme, capable of
handling general nonorthogonal curvilinear coordinates.

Corresponding to Fig. 1, as freezing proceeds, a freezing front
denoted here z,,,, is formed. Due to the existence of this freezing
front, the frozen (ice) and unfrozen (water) domains are irregular
and time dependent. To avoid this difficulty, a curvilinear system
of coordinates is used to transform the physical domain into rect-
angular region for the computational domain.

It is convenient to introduce a general curvilinear coordinate
system as follows (Anderson [31]):

z=z(&m) or é=E(x,2) (10)

The moving boundaries are immobilized in the dimensionless
(&¢,7) coordinate for all times. With the details omitted, then the
transformation of Egs. (3) and (5) can be written, respectively, as:

x=x(&m) 7= 1(x,z2)

a - P\ " Pognt Vo) Y 1\ Y2 )\¥ 5,
£) P2 P2 &2_( ﬁ)]
g ) T o P agant Yo\ "oy
1 a_n)%
+J(x§(97; di ()
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a I aagz Bagan Yo ) TR\ % e )\ %oy
i) Pz, P2 &( i”
-2y Py +aa§2— ﬁ&fﬁn-'-yrh]z _x§(777
1 dz
+J<x )dt (12)
N )
T\ ) TN T\ e T
aZmOV
=p,L, o (13)

_ _ _2,.2 _ _ 2,2
where J=xgz,-x,7 a=x,+2, B.—x§).c”+z§z,7,h Y=Xgtzg ?lnd
XX 2 and 7y denote partial derivatives, J is the Jacobian,

B,a,y are the geometric factors, and 7,§ are the transformed
coordinates.

Solution Method

In order to initiate numerical simulation, a very thin layer of
freeze with a constant thickness z;,,,(0) Was assumed to be present.
This initial condition is obtained from the Stefan solution in the
freeze and a linear temperature distribution in the frozen layer.
Tests revealed that the influence of zy,4y(g) could be neglected as
Zmov(0) Was sufficiently small.

The transient heat equations (Egs. (11) and (12)) and the Stefan
equation (Eq. (13)) are solved by using implicit-finite difference
method. A system of nonlinear equations results whereby each
equation for the internal nodes can be cast into a numerical dis-
cretization.

In transient heat equation for unfrozen layer,

1 Ty (ki + 1) + T/ (ki = 1
T (ki) = A (T"(k l)+J2(k )[a(k) ( 1+A)§+A§, (k,i )}—2B(k,i)
Jz(,’( oy Lal iV ACAL + ki) AnA g}
T k+ 1Li+ 1) =T (k= 1,i+ 1) T;“l(k+l,i—l)—Tj’”(k—l,z—l)] ,
x{{ e - ¢ 2A8 + y(k,i)
_77—'(k+1,i)+77+'(k-1,i)]) aAt ({ ,X(k,i+1)—2X(k,i)+x(k,i—1)]{[z(k,i+1)—z(k,i—1)]
X + 5\ | alki)
AnAny J(k,i) AZAL 2A¢

2A7n 2A7

[ 7 e+ 1,4) = T (k- 1,1')} [Z(k+ 1,i) - Z(k - 1,1')]{17-1(&” 1) =17 (ki —

l)]} + al(k,i)

2A¢

AZAL
Zk+1,i-1)=Z(k-1,i-

[ 70+ 1,0) = T)(k - 1.7)

| 2+ 1) = 22(ki) + Z(ki - 1)] _w(k’i){[z(m Li+1)=Zk=1,i+1)

2A7n ]

Z(k +1,i) = 22(k,i) + Z(k - l,i)] . {_

- : e : }/2A§+ ¥k, )

[X(ki+1)—X(k.i- 1)]}

AnAgy 2A¢

2A7n } J(k,i)
In transient heat equation for frozen layer,

1

TzH'](k,l.) — <

—-1,i+1)

1+ [2a, A1 (k, i) KL ek, i) ALA L] + [ y(k, D)/ A pA 7]}
T k+1,i=1) = T (k-

[X(kl+1) X(kyi - )HT](k+l,i)—T;’(k—l,i)]dZ(k’i)) (1
2A7n
a,At i+ 1) + T (k,i— 1) )
)( T (k, l)+J2(k )[a(k = AZAL ]—2B(k,1)

T k+ 1,i+ 1) =T (k
2A7

Li- 1)]}/2A§+ Yk, i)

QAL

X(k,i+ 1) = 2X(k,i) + X (ki — 1)}{[2(/@” 1) - Z(k,i - 1)]

AZAL 2A¢

T (ki — 1)] .
EIV; }+a(k,l)

_Yfl(k+1,i)+7*;”(k—1,i)]) aAr ([ ,
AnAn +J3(k,i) a(k)
X_Tj‘“(k+1,i)—7?+‘(k—1,i)]_[Z(k+1,i)—Z(k—l,i)]{T;’"'(k,Hl)—
L 2A7n 2A7n
X_Z(k,i+1)—22(k,i)+Z(k,i—

AZAL

Zk+1,i-1)=Z(k—1,i

1)} _zﬁ(k,i){[z(m Li+1)-2Z(k—

1,i+1)]

2An

B ,. _ ,._1) )
- i Ay }}/2A§+ 'y(k,l)[

Zlk+ 1,i) = 22(k.i) + Z(k - 1,i)H_ [X(k.i+ 1) X(ki— 1)]}

AnAn 2A¢

2A 7 )

In Stefan condition,
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[T+ 1,0) - TV (k - l,i)] 1 [X(k,i+ 1) = X(k,i - 1)][7;?(“ i) - T'(k -
20

(15)

I’i)} * dz(k,i))

2A7n
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2A¢ 2A¢

The details of computational schemes and strategy for solving
the combined transfinite interpolation functions (Egs. (8) and (9))
and PDE mapping (Egs. (14)—(16)) are illustrated in Fig. 3.

The calculation conditions were as follows:

(1) The time step of dt=1 s is used for the computation of
( Start )

( Initial mput

Freezing front
conditions

v

Mesh
consiruction

t=t-Hdt

Calcubtionof T

- 5

yes

Data output

End

C )

Fig. 3 Strategy for calculation
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2A7n (16)

temperature field and location of freezing front.

(2) Number of grid: N=100(Iength) X 100(height).

(3) Relative errors in the iteration procedure of 1078 were
chosen.

Experiment

The freezing experiments are performed in a rectangular test
cell filled with a PM (porosity, ¢=0.4) with inside dimensions of
10 cm in length (x), 5 cm in height (z), and 2.5 cm in depth (y).
The partial horizontal top wall and bottom wall and the vertical
front and back walls are made of acrylic resin with a thickness of
3 mm. The entire test cell is covered with 8 cm thick Styrofoam
on all sides to minimize the effect of heat losses and condensation
of moisture at the walls. The partial top wall, which serves as a
constant temperature heat sink, is multipass heat exchanger. Heat
exchanger is connected through a valve system to constant tem-
perature bath where the liquid nitrogen is used as the cooling
medium. The distributions of temperature within the sample are
measured using the thermocouples with a diameter of 0.15 mm.
Thirty thermocouples are placed at the midplane of test cell (y
=1.25 cm) in both horizontal and vertical directions (x—z plane)
with longitudinal and transverse intervals of 10 mm. These ther-
mocouples are connected to data logger and computer through
which the temperatures could be measured and store at prese-
lected time intervals. The positions of freezing front in the sample
are determined by interpolating the fusion temperature from the
thermocouple reading.

The uncertainty in the results might come from the variations in
humidity, room temperature, and human error. The calculated un-
certainty associated with temperature is less than 2.70%. The cal-
culated uncertainties in all tests are less than 2.75%.

Results and Discussions

Validation Test. In order to verify the accuracy of the present
numerical study, the present numerical algorithm was validated by
performing simulations for a planar freezing front in a phase
change slab (water) with a dimension of 10 cm(x) X 5 cm(z). The
initial temperature of 0°C is described throughout each layer.
Thereafter, the constant temperature heat sink (7;=-80°C) is im-
posed on the partial top wall. The results are compared with the
analytical solution appeared in the classical paper [32], which is
also commonly referred to in literature, for the freezing of a phase
change slab (water) at the same condition. Figure 4 clearly shows
a good agreement of the locations of freezing front. All of these
favorable comparisons lend confidence in the accuracy of the nu-
merical results of the present work.

Freezing Front Tracking Grid Generation System. To illus-
trate the efficiency of the grid generation system during the freez-
ing of water in a rectangular cavity with a dimension of
10 cm(x) X 5 cm(z) filled with a PM (porosity, ¢=0.4) subjected
to a constant temperature heat sink (single heat sink with strip
length of 20 mm), the initial temperature of 0°C is described
throughout each layer. Thereafter, the constant temperature heat
sink (7;=—40°C) is imposed on the partial top wall. The calcu-
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lated results are based on the thermal properties from Table 1.
In order to check the influence of numerical grid on the solu-
tions, computations were carried out using 100X50 and 100
X100 grids on entire computational domain, respectively. The
results obtained from this study are presented in Fig. 5 in the form
of an interface deformation (freezing front). It is obvious from the
figure that with the present method, the overall interface deforma-
tion qualitatively remains the same for two different grids; how-
ever, the spreading of the melt in both directions in the first case
(using 100 X 50 grids) is higher than the second case (using 100
X 100 grids). In addition, it is also evident that the solution was
yet to reach a grid independent state. At this point, it may be
mentioned here that the main objective of the present paper is not
to demonstrate the features of phase change freezing problem but

0.01 it Ve

0.02

0.03

0.04 H H

0.05

0 0.025 0.05 0.075 0.1

Fig. 5 The interface deformation in computational domain
with different numerical grids: (a) 100 X50 grids (b) 100X 100
grids
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to present novel numerical approach to solve phase change prob-
lem on a moving grids. Hence, no further study was carried out to
obtain a grid independent solution and all the subsequent results
are presented for 100X 100 grid.

The following results (Figs. 6(a)—6(f) show grids that fit curves,
which are the typical shapes seen during deformation of an inter-
face with respect to elapsed times. Furthermore, the grids show
significant variation of density and skewness along the interface.
It can be seen that the location of freezing front is progressed with
respect to elapsed times. During the initial stages of freezing, the
shape of the interface in each region becomes flatter as the freez-
ing front moves further away from the fixed boundary indicating
principally 1D heat flow. As time progresses, the curve on the
interface gradually beetles indicating the 2D effect.

Figure 7 shows the measured and simulated results of the freez-
ing front during the freezing of water in a rectangular cavity (with
a dimension of 10 cm(x) X 5 cm(z)) filled with a PM subjected to
a constant temperature heat sink. In this comparison, the single
constant temperature heat sink, 7; =—40°C, is applied. The obser-
vation of the freezing front depicted from the figure reveals that
the simulated results and experimental results are qualitatively
consistent. However, the experimental data are significantly lower
than the simulated results. Discrepancy may be attributed to heat
loss and nonuniform heating effect along the surface of supplied
load. Numerically, the discrepancy may be attributed to uncertain-
ties in the thermal and physical property data. In addition, the
source of the discrepancy may be attributed to natural convection
effect in liquid.

It is found that the grid is able to maintain a significant amount
of orthogonality and smoothness both within the interior and
along the boundary as the grid points redistributed themselves to
follow the interface. These results show the efficiency of the
present method for the moving boundary problem.

Freezing Process. The present work is to couple the grid gen-
eration algorithm with the transport equations. The thermal analy-
sis during freezing process will be discussed in this section. The
simulations of temperature distribution within rectangular cavity
filled with porous media in the vertical plane (x—z) corresponding
to grid simulating the deformation of an interface (Figs. 6(a)-6(f))
are shown in Figs. 8(a)-8(f)). Since the present work is to couple
the grid generation algorithm with the transport equations, the
thermal analysis during freezing process will be discussed as fol-
lows. When a constant temperature heat sink is applied during
localized freezing process, heat is conducted from the hotter re-
gion in unfrozen layer to the cooler region in frozen layer. At the
initial stages of freezing, the freezing fronts seem to be a square in
shape indicating principally 1D heat flow, as explained for Figs.
6(a)-6(f). Later, the freezing fronts gradually exhibit a typical
shape for 2D heat conduction dominated freezing. However, as
the freezing process persists, the freezing rate progresses slowly.
This is because most of heat conduction takes place the leading
edge of frozen layer (freeze layer), which is located further from
unfrozen layer. Consequently, small amount of heat can conduct
to the frozen layer due to the freeze region acting as an insulator
and causing freezing fronts to move slowly with respect to elapsed
times. Considering the shapes of the freezing front with respect to
elapsed times, each freezing region of the rectangular cavity
shows signs of freezing, while the outer edge displays no obvious
sign of freezing indicating that the temperature does not fall below
0°C. Nevertheless, at the long stages of freezing, the spreading of
the freeze in both the x—z directions (semicircular shape) is
clearly shown.

This study shows the capability of the present method to cor-
rectly handle the phase change problem. With further quantitative
validation of the present method, this method can be used as a tool
for investigating in detail this particular freezing of phase change
slab at a fundamental level.
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Conclusions

Mesh quality has the largest impact on solution quality. A high
quality mesh increases the accuracy of the computational flow
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Fig. 7 Comparison of experimental data and simulated freez-
ing front from present numerical study
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solution and improves convergence. Therefore, it is important to
provide tools for obtaining and improving a mesh.

In this study, the freezing of water in a rectangular cavity filled
with a PM subjected to a constant temperature heat sink has been
investigated numerically. A generalized mathematical model and
an effective calculation procedure is proposed. A preliminary case
study indicates the successful implementation of the numerical
procedure. A two-dimensional freezing model is then validated
against available analytical solutions and experimental results and
subsequently used as a tool for efficient computational prototyp-
ing. Simulated results are in good agreement with available ana-
lytical solution and experimental results. The successful compari-
son with analytical solution and experiments should give
confidence in the proposed mathematical treatment, and encour-
age the acceptance of this method as useful tool for exploring
practical problems.

The next phase, which has already begun, is to couple the grid
generation algorithm with the complete transport equations that
determine the moving boundary front and buoyancy-driven con-
vection in the unfrozen layer (liquid). Moreover, some experimen-
tal studies will be performed to validate numerical results.
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Nomenclature
a = thermal diffusivity (m?/s)
C, = specific heat capacity (J/kg K)
L = latent heat (J/kg)
T = temperature (°C)
t = time (s)
x,z = Cartesian coordinates
N = effective thermal conductivity (W/mK)
¢ = porosity
Subscripts
i = initial
f = fusion
Jj = layer number
| = unfrozen
s = frozen
Appendix

In this section, we will derive a transformation model of the
governing differential equations for using in the numerical calcu-
lation. The details are shown below.
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1 General Transformation of the First and Second De-
rivatives

Considering the first derivative of any parameters can be writ-
ten as

J 1( J a)
A
o J\""9g “foq

J 1 J J
—=— XX, (A1)

dz J\ “dny ¢

where J is Jacobian. It can be written as
J=xg2,=x,2¢ (A2)
ox

Xg=— A3
pr: (A3)

Considering the second derivative of any parameters, we will es-
tablish the second derivative of Laplace equation of parameter A
where Egs. (A1) and (A3) are related:
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Xz Xg Zg and 2y denote the partial derivatives, B, a,y are the
geometric factors, and 7, ¢ are the transformed coordinates. The
related parameter can be defined as

x=x(&n) z=z&n) or é=Ex2) 7= 1x2)
U
x=x(§ z=z(&m oré=Ex) n=7nlxz)
" x,,:j—Z:Oor&ng—f: (A6)

Corresponding to Eq. (A6), the first derivative of any parameters
(Eq. (A1)) can be rewritten as
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where

J=xg, (A8)

The second derivative of any parameters (Eq. (A4)) can be also
rewritten as

, 1 7A FA  PFA) 1
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l
azzi B=zg, 'y=x§+z§ (A10)
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2 Transformation of Thermal Model

After some mathematical manipulations (Egs. (A7), (A9), (3),
and (4), and Eq. (5)), a transformation model of the governing
differential equations becomes

M _af P P @) _[( ﬂi)( a
&z_ﬂ(aagz_zﬁagan“wanz TR\ )\,

ﬂT,) Pz P Pz < aT,)]
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Numerical Investigation of
Thermofluid Flow Characteristics
With Phase Change Against High
Heat Flux in Porous Media

This study numerically evaluates thermofluid flow characteristics in porous medium by a
newly developed “modified two-phase mixture model” applying Ergun’s law and a two-
energy model instead of a one-energy model. In a single-phase flow case, thermal non-
equilibrium between a solid phase and a fluid phase is observed in the area where
imposed heat conducts from a heating wall and further convective heat transfer is more
active. The degree of thermal nonequilibrium has a positive correlation with the increase
in flow velocity and heat flux input. In the case of two-phase flow, the thermal nonequi-
librium is remarkable in the two-phase region because the solid-phase temperature in this
region is far beyond saturation temperature. A difference between these two models is
obvious especially in the two-phase flow case, so that the numerical simulation with the
modified two-phase mixture model is indispensable under the high heat flux conditions of
over | MW/m?. [DOI: 10.1115/1.2780175]

Keywords: porous media, phase change, modified two-phase mixture model, non-Darcy’s
law, two-energy model

Introduction

Design for International Thermonuclear Experimental Reactor
(ITER) has been concreting shape on purpose to verify the engi-
neering feasibility of fusion reactor. The next step, after the ITER
plan, is to construct a prototype reactor that keeps the fusion re-
action constantly to generate electrical energy, and then to develop
it toward a demonstration reactor to examine the cost of electricity
by the nuclear fusion power generation. Establishment of an effi-
cient cooling technology for a divertor, one of the plasma facing
components, which is expected to withstand a steady heat load of
20-30 MW/m?, is a major R&D issue that will determine the
profitability of nuclear fusion power plant.

From this perspective, the authors proposed evaporated fluid
porous thermodevice (EVAPORON), a cooling device that utilizes
metal porous media, as an innovative cooling technology that en-
ables both high heat flux removal and acquisition of high power
energy density, and have been challenging active control of phase
change and mass exchange [1,2]. This thermodevice, as shown in
Fig. 1, has a heat removal system making use of latent heat trans-
port, where the metal porous medium with high thermal conduc-
tivity is attached onto the backside of the divertor, and the high
heat flux from the plasma is removed by evaporating the coolant
that flows into the porous medium counter to the heat flow. The
basic principle of heat removal is active vapor-liquid exchange by
capillary force that works in a two-phase region (a kind of heat
pipe effect) as well as the enhancement of fin effect by expansion
of heat transfer area. Furthermore, as it can obtain high-
temperature steam by the active phase change, it is also possible
to build a thermal system using a water-steam Rankine cycle in
the fusion power plants. To evaluate the performance of
EVAPORON, the authors have conducted heat removal experi-
ments using water as a coolant and particle-sintered compact and
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fiber-sintered compact of different materials, structures, porosities,
and pore sizes as the porous media, and succeeded in removing
surface heat flux of more than 50 MW/m?, although it was in a
local heat input condition [3]. These experiments proved that
EVAPORON has an ideal heat-spread function that leverages the
combined effect of the latent heat transport in a stagnation region
and the fin effect in an outlet region. Furthermore, unlike conven-
tional cooling technologies, the heat removal limit, i.e., CHF, will
not be reached easily even when dryout occurs in the stagnation
region, which suggests that extremely high heat removal perfor-
mance can be maintained even when there are abnormal dis-
charges such as plasma disruption.

By the way, to build a more effective cooling system in the
future that can remove even higher heat flux and achieve high
power energy density simultaneously, the first task is to grasp the
two-phase thermofluid flow characteristics in the porous media
and to optimize the fine structure of porous media and cooling
conditions. As it takes time to identify such optimum conditions
through experiment, it is desirable that the conditions need to be
estimated by numerical simulation and then verified experimen-
tally. Therefore, the authors introduced a two-phase mixture
model developed by Wang et al. [4], applying Darcy’s law and a
one-energy model based on local thermal equilibrium for the
solid, vapor, and liquid phases, and clarified a part of the thermo-
fluid flow characteristics under low heat flux and low flow veloc-
ity conditions [5], such as the flow and temperature fields in the
porous media and the distribution of liquid saturation near the
heating wall.

However, in the case of high heat flux, inevitably it becomes
necessary to formulate the governing equations that are applicable
under the conditions of high flow velocity. At the same time, it is
critical to take into account influences of thermal nonequilibrium
between the solid phase and the fluid phase. To cope with this
difficulty, this study applies non-Darcy’s law and a two-energy
model in order to develop the two-phase mixture model into a
“modified two-phase mixture model” applicable under the high
flow velocity and high heat flux conditions. Furthermore, by using
the newly developed modified two-phase mixture model, the two-
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phase thermofluid flow characteristics in the porous medium are
evaluated in more details, including quantitative differences be-
tween both the models.

Numerical Simulation of Two-Phase Thermofluid Flow
in Porous Media Under High Heat Flux

Simulation Domain and Governing Equations. Figure 2
shows the computational domain that almost corresponds to the
flow geometry of the authors’ proven experiment to remove high
heat flux [3]. Water, which works as a coolant, flows in from the
bottom of the porous medium counter to the heat flow, and flows
out from an exit on the top. The porous medium is a cylindrical
bronze-particle-sintered one with the porosity of 42% and the par-
ticle size of 160 um in diameter, and its fine structure is homo-
geneous and isotropic. The radius /, and the thickness [, are 2.5
X 1072 m and 2.0 X 1072 m, respectively, and the gap width of the
exit, Ly, 18 5.0 X 1073 m. The simulation is performed two dimen-
sionally in the cylindrical coordinate system (r,z) under axial-
symmetrical condition. Water with the inlet temperature 7;, of
20°C flows in at z=0 under uniform flow velocity u;,, and uni-
form heat flux gy, is imposed at the top surface of z=1..

In order to construct a modified two-phase mixture model ap-
plicable under the high flow velocity, including Forchheimer and
post-Forchheimer regimes, Ergun’s law mentioned in the next sec-
tion is first introduced instead of Darcy’s law. Taking into account
Ergun’s correlation is the only difference from the formulation of
Wang’s two-phase mixture model, and the other derivation pro-
cesses for the fluid phase are completely the same as Wang’s ones
[4,6]. Please see his papers for understanding how the following
mixture variables and governing equations are derived, including
their meanings, and it would easily understand for all the modified
equations to become the original equations by Wang et al. if Er-
gun’s constant, C, mentioned later is zero. Furthermore, it was
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Fig. 2 Computational domain
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numerically confirmed that all the data by the modified model
completely corresponded with that by Wang’s original model, in a
laminar regime.

The mixture variables for the fluid phase, such as mixture ve-
locity, mixture enthalpy, etc., are shown below. Mixture density p,

p=p;s+p,(1-s) (1)

Mixture velocity u and velocities for liquid and vapor phases, in
the form of superficial velocity,

pu = pju; + p,u, (2)
Kkrl
pu=————=—(Vp,— pg) 3)
o v+ C\*’Kkr,|u1| ! !
KK,
Py = = (va - pvg) (4)

-——
v, + Ckarv|uv|

Mixture enthalpy / and volumetric enthalpy H

ph = pish;+ p,(1 —s)h, (5)
H=p(h-2h,g) (6)
Mixture pressure p,
D
pitpy 1|
p="5 [ W@ - M(@)dé (7
2 2),
Mixture kinematic viscosity v,
ki ko |
v= (—" + ﬂ) (8)
4] Yy
Here, \;, A, are relative mobilities for the liquid and vapor phases,
v+ CVKlu
WAL ©)

"+ CVRE Ju

_
v+ CVKl|ul
"+ Kk

The governing equations regarding these mixture variables and
important coefficients are given as follows:

(10)

e Equation of continuity,

p
—+V- =0 11
£ P (pu) (11)
*  Momentum equation,
pu=-—""—=—(Vp-p.g) (12)
v+ CVK|u|
pkz)\lpl+ )\vpv (13)
e Energy equation for fluid phase,
dH
O—+V. H
dt (7/1“ )
KAph
=V-(,VH)+V - | fls)——=L—g | +0,
' v+ Kk, Cluy ]
(14)
Here, hindrance function f{(s),
N
s)=k 15
f(s) =k, ey (15)

Effective diffusion coefficient by capillary force,
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K A
D(s) = —=—————[-p/] (16)
v+ VKClu| N+ X,
Effective heat capacitance ratio,
O=¢ (17)

Advection correction coefficient,

Yn
— [(pv/pl)(l - S) + s]({[)\l/()\l + )\v)] + l}hvsat - D\l/()\l + )\v)]hlsal)

(2hvsat - hlsat)s + [(pv/pl)hvsat](l - S)
(18)

Effective diffusion coefficient,

r —hfg—D( )+k a1
= s eff oy
plhfg + (pl - pv)hvsal re
In order to complete the modified two-phase mixture model, an
energy equation for a solid phase should be solved individually by
using the following equation:

V. (ks.effv T) - st= 0 (20)

Temperatures for each fluid phase, i.e., liquid and vapor, and
liquid saturation in the two-phase region, s, are estimated by con-
verting the volumetric enthalpy H as follows because this analysis
method is based on an enthalpy method:

(19)

1 H=- p1(2husat - hlsat)
H+ p,h,,
- Qg = i) < H < = pyhiysa
Plhfg + (Pl = Pv)hvsal
0 H > — pvhvsal
H+2ph,,,
T AP usat H < — p/(2hyg0 = ygy)
pic
T= Tsat - pI(Zhvsat - hlsal) <H=- Puhusal
H+2p,h
at + w H>- thusal
PuCy

In the two-phase region, the vapor phase and the liquid phase are
both supposed to be at the same saturation temperature.

Constitutive Equations. The following are constitutive equa-
tions that characterize the two-phase thermofluid flow in the po-
rous media. First, as shown by Eqgs. (3) and (4), the flow fields of
the vapor phase and the liquid phase are derived based on Ergun’s
law shown below [7]

C
—Vp=%u+ﬁ%\u|u=ﬁu+v—[?p|u\u (21)

K
Absolute permeability K is a coefficient with regard to laminar
resistance, and inertia permeability M and Ergun constant C are
coefficients of the term that represents turbulent resistance. They
are given by the following equations:

&d?
K= —Lz (22)
150(1 — ¢)
&d? —
=—2L— C=\KIM (23)
1.75(1 - ¢)

Variables that characterize the momentum transport in the two-
phase region, such as relative permeabilities k,; and k,,,, capillary
pressure function J(s), and capillary pressure p.(s), are strongly
dependent on the liquid saturation s. Here, they are given by the
following equations with consideration given to the structure of
the bronze-particle-sintered porous medium and the cooling con-
dition [8-10].

Journal of Heat Transfer

ky=s® (24)

krv = (1 - S)2 (25)
J(s)=1417(1 =) —=2.120(1 - 5)*> + 1.263(1 - 5)*  (26)
pels) = ———1(s) (26")

VKl/e

Effective thermal conductivities of the solid phase and the fluid
phase ky .ir and ki are defined as follows.

kger= (1 - e)k, 27)
@=&+A(dg|“|><cgiuf) 28)
ke ky vy ky

Here, the effective thermal conductivity when the fluid remains
stationary, kg, and the fluid thermal conductivity, ky, are given by
the following equations:

kg = kye (29)

kfz kls+kv(1 —S) (30)

Equation (28) is the one that was derived by Yagi and Kunii
[11,12]. Though A in the equation is a constant that basically
takes a different value depending on a flow direction (in general,
0.1 for the perpendicular direction to the flow and 0.7 for the same
direction as the flow), 0.4 is used as the arithmetic mean regard-
less of the direction in this study because one of our aims is to
clarify a difference betweegl the one-energy model and the two-
energy model. Moreover, k, in Eq. (27) is thermal conductivity of
solid phase, which reflects the fine structure and the degree of
particle sintering of porous media. The value is 13.92 W/mK,
which represents the thermal conductivity for the bronze porous
medium that was used in the authors’ experiment [3].

In the two-energy model, it is necessary to take into account the
quantity of heat transfer between the solid phase and the fluid
phase, O, which is an important factor that has the largest impact
on growth of the two-phase region. Especially, in the case that the
temperature of the solid phase exceeds the saturation temperature,
there is no empirical formula that can exactly evaluate the QO in
narrow channels of porous media, so that the solid-fluid heat
transfer including the latent heat transport was newly modeled by
applying existing empirical correlations regarding boiling heat
transfer. First, when the solid-phase temperature is lower than the
saturation temperature (7, <T,), the Q,, is given by the follow-
ing equations:

Oy= hsf“(Ts - Tf) (31)

ki 04 1.1Pr/” Re)®
P

Here, T, and T, are the solid and fluid temperatures, respec-
tively. a [=6(1—¢)/d,,] represents a solid-fluid contacting area per
unit volume and hy; is heat transfer coefficient between the solid
and fluid phases obtained by Wakao et al. [13]. On the other hand,
when the solid-phase temperature is the same or higher than the
saturation temperature, i.e., the phase change takes place (7
=T, the heat transfer quantity between the solid phase and the
fluid phase, O is newly modeled by the following equation,

weighted by the liquid saturation.

(32)

stz asqau+ a(l - S)hsf(Ts - Tf)
qall = 9boil T 9conv (33)
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Here, g, in the first term of the right side includes influences of
pool boiling and forced convection heat transfer of fluid with de-
gree of subcool, and they are calculated by the following equa-
tions by Rohsenow et al. [14,15]:

12 1/0.33 1.7/0.33
- ’ Ts - Tsa 1
o thg[g(pz pv)] [cpf( = T. I)] (_)

o CA:fhfg Prf
(34)
Geonv = Ccony(Ts = Tf) (35)

WD;
(@)Pr;”:o.ow(—’) W= plul (36)
cpW My

Here, C, represents a constant determined by the combination
of fluid and metal surface, for which 0.006 (water-bronze) is used.
W is mass flux, and D; represents characteristic length that is
given as the particle diameter d), in this calculation.

Boundary Conditions and Analysis Method. In this calcula-
tion, the parameters are the heat flux input g;,, which is imposed
to the porous medium, and the inlet flow velocity u;,,. The follow-
ing equations show the boundary conditions.

e Inlet (z=0),

u=uy, (37)
v=0 (38)
H=p/(c;Tin = 2hyg) = pyhin = 21yg00) (39)
T: = Tin (40)
* Heating wall (z=1,),
oH
B 41
h 9z qy (41)
oT,
—(l-e)k,—* =g, (42)
4
45+ 4qr=qin (43)
* Central axis (r=0),
a I oH JT,
ar dr  or ar
e Wall surface (r=1,),
oH JT
—=—= <z<l. -1 4
PR, 0 (0<z<I —lg) (45)
P=Pou=1 atm (lz - lgap <z< lz) (46)

In the two-energy model, it is necessary to divide the heat flux
input g;, into heat flux to the side of the solid phase, ¢, and heat
flux to the side of the fluid phase, ¢, as shown in Eqs. (41)—(43).
In this calculation, the imposed heat flux is divided by the follow-
ing equation, referring to conjugate heat-transfer simulation of
single-phase flow in the porous media and heat conduction in a
solid wall by Oda et al. [16].

45 _ & kTy-T;

= B (47)
qs I-¢ ks Tws - Ts

In Eq. (47), Ty and T; are the temperatures of fluid and solid
phases in the control volume next to the heating wall, respectively.
T,, is the temperature at the surface. It is clear that the heat flux
input is divided not only by the porosity but also by the thermal
conductivity ratio of the solid to the fluid as well as their tempera-
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tures near the surface.

In this simulation, heterogeneous grids, where the grid spacing
becomes smaller near the heating wall, are located for the z direc-
tion and homogeneous grids for the r direction, with consideration
given to the fact that temperature gradient and phase change are
conspicuous especially near the heating wall. Naturally, the num-
ber of grids strongly depends on the flow conditions, i.e., the
single-phase or two-phase flows, and the grid spacing is finer
enough to simulate the flow and enthalpy fields. The governing
equations mentioned above are discretized by a finite volume
method and solved by SIMPLE algorithm [17]. A power-law
scheme is employed for discretization of convection and diffusion
terms. Temperature dependency of viscosity is also taken into ac-
count in order to more exactly simulate the thermofluid flow field
near the heating wall.

Quantitative Evaluation of Degree of Thermal Nonequi-
librium

Single-Phase Flow Simulation

Influence of Flow Velocity. Figure 3 shows the influence of flow
velocity on the thermofluid characteristics ((a) temperature distri-
bution of fluid phase, (b) distribution of thermal nonequilibrium
degree AT,geq and (c) temperature difference from the one-
energy model AT,..wo)- The inlet flow velocities u;, are
0.001 m/s, 0.005 m/s, and 0.010 m/s and the heat flux input g;,
is 0.15 MW/m?. The vectors in the temperature distribution of the
fluid phase are velocity vectors of the liquid phase. The degree of
thermal nonequilibrium AT, 4, is the difference between the
solid-phase temperature and the fluid-phase temperature estimated
by the two-energy model and is normalized by the difference be-
tween the maximum temperature of volumetric average tempera-
ture T,, [=&Tp+(1—&)T,] and the inlet temperature T;,, as shown
below

T.—T
ATyoneq= T;TL

avmax ~ 11

(48)

For quantitative comparison of the difference between the one-
energy model and the two-energy model, AT . w0, the difference
between the temperature by the one-energy model 7, and the
temperature by the two-energy model, 7, normalized in the same
manner, is defined by the following equation:

To—Ty
ATone-two = ﬁ

avmax ~— 11

(49)

The temperature distribution of the fluid phase in Fig. 3(a) shows
that as the inlet flow velocity increases, heat penetration to the
inside of the porous medium is suppressed by enhanced convec-
tive heat transfer. This heat transfer enhancement is also con-
firmed from the radial distribution of heat transfer coefficient at
the heating wall in Fig. 4. Here, the heat transfer coefficient / is
defined as

in
h=—n
Tw(r) - Tin

Furthermore, since the outlet area is smaller than the inlet area,
the heat transfer coefficient becomes higher in the outlet region
due to increase in the flow velocity. From the distribution of de-
gree of thermal nonequilibrium in Fig. 3(b), the influence of ther-
mal nonequilibrium at the lowest inlet flow velocity of 0.001 m/s
is the most apparent near the outlet where the flow velocity is
higher. However, this area expands toward the central axis parallel
to the heating wall with the increase of flow velocity, and then the
highest thermal nonequilibrium area can be observed only near
the central axis at the inlet flow velocity of 0.010 m/s. In general,
it is anticipated that the thermal nonequilibrium takes place in the
area where the heat conducts from the heating wall and further the
flow velocity is high. This is why the thermal nonequilibrium is

(50)
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Fig. 3 Influence of flow velocity on thermofluid flow characteristics (single-phase flow)

supposedly low in the vicinity of the heating wall. Under the low
velocity conditions, the imposed heat can conduct more inside of
the porous medium through the solid phase, so that the influence
of thermal nonequilibrium is outstanding especially near the outlet
where the flow velocity is much higher. However, as the flow
velocity increases, the heat cannot conduct to the inside of the
porous medium especially in the outlet area due to the enhance-
ment of convective heat transfer. Therefore, the area with high
degree of thermal nonequilibrium moves toward the center where
the heat penetrates more inside the porous medium due to the
influence of flow stagnation. It means that, in the case of single-
phase flow, the balance between the heat conduction in the solid
phase from the heating wall and the convective heat transfer
surely determines the distribution of degree of thermal nonequi-
librium. Also, changes in maximum value of AT, clearly in-
dicate that the degree of thermal nonequilibrium becomes higher
with increasing flow velocity. Comparison between Figs. 3(b) and
3(c) reveals that the temperature estimated by the one-energy
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model is higher than that by the two-energy model in the area
closer to the heating wall from the high thermal nonequilibrium
area, but it is lower in the upstream of the high thermal nonequi-
librium area. As mentioned before, in the two-energy model, the
heat flux input g;, is divided into the heat flux to the solid-phase
side ¢, and the heat flux to the fluid-phase side g, Most of the
imposed heat, however, flows into the solid-phase side and is dif-
fused to the inside of the porous medium by its high thermal
conductivity, which results in the difference between both the
models. Though the heat transfer O, between the solid phase and
the fluid phase also works, its influence is comparatively limited
especially near the heating wall due to lower flow velocity. The
fact that the heat transfer coefficient of the two-energy model is
somewhat higher than that of the one-energy model in Fig. 4 also
results from the energy division effect described above. That is, in
the two-energy model, since the heat conducts more inside the
porous medium, the temperature rise near the heating wall is sup-
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pressed and the temperature becomes higher than that of the one-
energy model in the upstream of the high thermal nonequilibrium

T T T 1 area. In addition, the difference between these two models be-
== Qe Lomay-Morhl, ] comes more apparent as the flow velocity increases. However, the
P degree of thermal nonequilibrium is very low in the range of the
3’? coo0| /Wm0OmE e present calculatign conditions and can be ignored from an _engi—
& [ anasasnn sl ] neering perspective. In the case that the thermal conductivity of
= 4000 B e SO ] the solid phase is even higher than that of the fluid phase, the

= two-energy model is expected to be appropriate.

2 y=0.001ms 1 gy p pprop
D Y Influence of Heat Flux. Figure 5 shows the thermofluid flow
. . fields under the conditions of some heat flux inputs. The heat flux
05— 0oos oo1 005 00z 002 input are 0.05 MW/m?, 0.10 MW/m?, and 0.15 MW/m?, and the
r[m] inlet flow velocity is 0.010 m/s. It is confirmed from Fig. 5(a)
that a contour line of 300 K expands with increasing heat flux
Fig. 4 Radial distribution of heat-transfer coefficient input toward inside the porous medium and in the radial direction,
which means that the heat penetrates more inside the porous me-
dium. In general, in a single-phase flow condition at a constant
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Fig. 5 Influence of heat flux on thermofluid flow characteristics (single-phase flow)
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flow velocity, the distribution of heat transfer coefficient at the
heating wall is not basically dependent on the heat flux input.

9000 —— o Energy-Model . . . .
boemeess Twwo-Energy-Model ] However, Fig. 6 presents that the increase in the heat flux input
., BOCGH 1 brings a certain degree of increase in the heat transfer coefficient.
,Ef 7000, This is because the temperature rise near the heating wall, resulted
§- I from the increase of the heat flux input, causes decrease in the
o O = Y | flow resistance near the wall due to the decrease of viscosity of
5000F—— \ =0 N | water. The reason why the heat transfer coefficient of the two-
| @ = 0.10 MW/nt 1 energy model is higher than that of the one-energy model is that
4000+ 1 PP .
| ) i : L J the division effect of the heat flux lowers the heating wall tem-
0 0005 00l 0015 002 0028

perature in the two-energy model, as mentioned before. Figure
5(b) demonstrates that a high thermal nonequilibrium area ex-
pands in the radial direction as the heat flux increases. It is also
because the flow velocity especially in the radial direction near the
heating wall is accelerated with the increase of the heat flux input.

r[m]

Fig. 6 Radial distribution of heat-transfer coefficient
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Fig. 7 Influence of flow velocity on thermofluid flow characteristics (two-phase flow)
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It is also observed that the distribution of AT wo, Namely, the
difference between these two models, is similarly influenced, as
shown in Fig. 3(c).

Simulation of Two-Phase Flow

Influence of Flow Velocity. Figure 7 shows the influence of flow
velocity on the thermofluid flow characteristics ((a) temperature
distribution of fluid phase, (b) distribution of thermal nonequilib-
rium degree AT,y ¢q, and (c) distribution of difference from one-
energy model AT . o). The inlet flow velocities are 0.0027 m/s,
0.0030 m/s, and 0.0033 m/s and the heat flux input is
0.34 MW/m?. Figure 8 is a distribution of liquid saturation and
the vectors in this figure represent the vapor velocity vectors.
Figure 7(a) shows that, as in the case of single-phase flow, the
increase in the inlet flow velocity enhances the forced convection
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Fig. 8 Influence of flow velocity on liquid saturation
distribution
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heat transfer especially in the outlet region. Thus, the heat con-
duction inside the porous medium is suppressed. Also, the liquid
saturation distribution in Fig. 8 denotes that a vapor generating
region, i.e., the two-phase region, becomes smaller both in the
radial and axial directions with increasing inlet flow velocity,
which means that the phase change is also suppressed. At this
time, the minimum value of liquid saturation also becomes higher.
Furthermore, it is confirmed from Fig. 7(b) that the distribution of
thermal nonequilibrium is substantially different from that of
single-phase flow and that the influence of thermal nonequilibrium
is obvious in the two-phase region. That is, it is assumed that the
heat transfer between the solid phase and the fluid phase in the
two-phase region is dominant in the two-phase flow conditions.
Figures 9(a) and 9(b) are the temperature distributions of the solid
phase and the fluid phase at the central axis and the heating wall.
While the fluid phase in the two-phase region is at the saturation
temperature, the solid phase becomes hotter as it comes closer to
the heating wall, beyond the saturation temperature. As mentioned
before, the two-phase region becomes smaller toward the heating
wall with the increase of flow velocity, but it is interesting that the
temperatures at the heating wall in the stagnation region are al-
most the same, regardless of the flow velocity. This agrees with
the finding obtained through the authors’ experiments that “when
the phase change actively occurs near the heating wall, there ex-
ists a state where the temperature of heating wall remains the
same, regardless of the flow velocity” [18]. As the two-phase re-
gion grows up, the liquid saturation in the vicinity of heating wall
decreases, which results in the increase of heat flux divided to the
solid phase. In this case, the temperature gradient for the solid
phase is thought to be sharper, but Fig. 9(a) does not show such a
tendency. On the contrary, the temperature gradient of solid phase
becomes gentler under the conditions of lower flow velocity. The
reason for this is anticipated to be that the heat transfer quantity
O,y from the solid phase to the fluid phase becomes extremely
larger. This proves that the heat transfer by the latent heat trans-
port is dominant in the two-phase region. It is also confirmed from
Fig. 9(a) that there exists a region where the fluid-phase tempera-
ture is higher than the solid-phase temperature. This means that, in
the area near the heating wall where the solid-phase temperature is
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Fig. 9 Temperature distributions of solid phase and fluid
phase at central axis and heating wall
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higher than the saturation temperature, a large quantity of heat Q¢
moves from the solid phase to the fluid phase, which results in the

4800 : = = enthalpy increase of the fluid phase and the decrease of the solid-
—— Ous-energy miodel /,fg phase temperature on the inlet side. As a result, it seems that the

aso0l Two-energy model Fam temperature inversion between the two phases takes place. This

— 0.0033m/s ——-7'/ | inversion phenomenon needs to be explained in the future by de-
~a 4400 — YA tailed modeling of O, taking into account such factors as con-
E i : “"7£‘--= / densation and narrowing effect of channel. Naturally, in the two-
/ phase flow case, the difference between the two models is

= 40 # / 1 apparent in and near the two-phase region (see Fig. 7(c)). In par-
------------------------------------- ,’; ticular, the average temperature estimated by the two-energy

4000~ 0.0027ms | model becomes higher than the T, near the heating wall because

o oo0os 001 00i5 002 0028 the solid-phase temperature exceeds the saturation temperature.

r [m] This is directly reflected to the distribution of heat transfer coef-

Fig. 10 Radial distribution of heat-transfer coefficient
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ficient in the radial direction in Fig. 10. Here, the temperature at

the heating wall is calculated by interpolating the volumetric av-

erage temperature to estimate the heat transfer coefficient. While
the temperature in the two-phase region is naturally the saturation
temperature in the one-energy model, the average temperature be-
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comes higher in the case of the two-energy model because of the
influence of the solid-phase temperature. Thus, the heat transfer
coefficient obtained from the two-energy model is always lower
than that from the one-energy model. In reality, it was observed in
the authors’ experiments that the temperature at the heating wall,
i.e., the interface temperature between the porous medium and the
wall, went far beyond the saturation temperature [13,18]. Thus,
there is no doubt that the two-energy model produces more real-
istic and reasonable results for the two-phase thermofluid flow
analysis. It should be kept in mind that the heat transfer coefficient
by the one-energy model may well be overestimated.

Influence of Heat Flux. Figure 11 presents the changes in the
two-phase flow condition for some heat fluxes ((a) temperature
distribution of fluid phase, (b) distribution of thermal nonequilib-
rium degree AT, o, ¢q, and (c) distribution of difference from one-
energy model AT . o). Figure 12 is the liquid saturation distri-
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Fig. 12 Influence of heat flux on liquid saturation distribution
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Fig. 13 Temperature distributions of solid phase and fluid
phase at central axis and heating wall

bution. The heat flux input are 0.32 MW/m?2, 0.34 MW/m?2, and
0.36 MW/m? and the inlet flow velocity is 0.003 m/s. Figure 12
suggests that, when the phase change actively takes place, the
two-phase region expands in the radial and axial directions with
the increase of the heat flux input. In particular, the growth in the
radial direction is significant. It is also confirmed that the increase
of heat flux leads to lower minimum-liquid saturation and larger
vapor velocity. In addition, it is obvious from Figs. 11(a) and 12
that the vapor generated near the heating wall highly contributes
to the heat diffusion to the inside of the porous medium. That is,
the temperature rise inside the porous medium is accelerated by
the heat pipe effect between the generated vapor and the liquid
phase. The thermal nonequilibrium, as shown in Fig. 11(c), is also
remarkable in the two-phase region, as mentioned before, and the
area becomes larger under the conditions of higher heat flux input.
Figures 13(a) and 13(b) are the temperature distributions of the
solid phase and the fluid phase at the central axis and the heating
wall, respectively. They show the same tendency as in Fig. 9, and
the solid temperature at the heating wall becomes higher espe-
cially in the outlet region according to the growth of two-phase
region; that is, the degree of thermal nonequilibrium increases
with the increase of the heat flux input. Figure 14 is the radial
distribution of the heat transfer coefficient at the heating wall. The
distinctive characteristic is that the heat transfer coefficient of the

—— Cne-energy model

5000+ Two-energy model 3
= 036MW/m® 0, 34MW/hn®
& e P \
o 43500 b Y
B o \ PR o
B N e
= 4000 7 _

.................. ] ':/ -
0.32MW/n®
3500 . . ) .
0 0.005 0.01 0.015 0.02 0.025
r[m]

Fig. 14 Radial distribution of heat-transfer coefficient
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two-energy model is even lower than that of the one-energy model
and becomes higher in the cases of higher heat flux input due to
the more active phase change.

Conclusion

This study numerically evaluated the influence of thermal non-
equilibrium on thermofluid flow characteristics in porous medium
by using a newly formulated “modified two-phase mixture
model.” The findings are summarized as follows.

(1) In a single-phase flow case, the thermal nonequilibrium is
observed in the area where imposed heat conducts from a
heating wall and further convective heat transfer is more
active. The degree of thermal nonequilibrium has a positive
correlation with the increase in inlet flow velocity and heat
flux input.

In the case of two-phase flow, the thermal nonequilibrium
is remarkable in the two-phase region because solid-phase
temperature in the two-phase region is far beyond satura-
tion temperature. The degree of thermal nonequilibrium has
a negative correlation with the inlet flow velocity and a
positive correlation with the heat flux input. Moreover, it
was proven that the inlet flow velocity had little influence
on the temperature at the heating wall in the case that the
phase change actively takes place.

A difference between the one-energy model and the two-
energy model is obvious especially in the two-phase flow
case, so that the numerical simulation with the two-energy
model is indispensable especially under the high heat flux
condition over 1 MW/m?.

The degree of thermal nonequilibrium is also largely differ-
ent between the single-phase flow and the two-phase flow,
and the degree for the two-phase flow is one digit higher.

)

It is concluded that it needs to keep in mind that the one-energy
model, which underestimates the heating wall temperature in the
two-phase flow condition, will definitely overestimate the heat-
transfer coefficient. The two-energy model with Ergun’s law
surely produces more realistic and reasonable results for the two-
phase thermofluid flow analysis under high heat flux and high
velocity conditions. As a next step, it is desirable to evaluate the
accuracy of the modified two-phase mixture model including the
constitutive equations especially for heat transfer between the
solid phase and the fluid phase in narrow channels’ network, com-
pared with the experimental data that we will take in the near
future.

Nomenclature
a = specific surface area (m?/m?3)
¢ = specific heat (J/kg K)
C = Ergun constant
C,; = constant regarding boiling heat transfer, de-
' cided by combination of solid and fluid
d, = particle diameter (m)
D; = characteristic length (m)
D(s) = effective diffusion coefficient by capillary
force (m?/s)
f(s) = hindrance function
g = gravity (m/s?)
h = heat transfer coefficient (W/m? K)
hgs = heat transfer coefficient between solid and fluid
(W/m?K)
hy, = latent heat of vaporization (J/kg)
H = volumetric enthalpy (J/m?)
k = thermal conductivity (W/m K)
k, = relative permeability
K = absolute permeability (m?)
[ = length of porous medium (m)

Journal of Heat Transfer

M = inertia permeability (m)

p = pressure (Pa)

Pr = Prandtl number

g = heat flux (W/m?)

Q¢ = heat transfer quantity between solid and fluid

(W/m?)

Re = Reynolds number
s = liquid saturation

T = temperature (K)

W = mass flux (kg/m?s)

u = superficial velocity in z direction (m/s)
v = superficial velocity in r direction (m/s)

Qeony = convective heat transfer coefficient (W/m? K)

B = coefficient of cubical expansion

y = advection correction coefficient

I' = diffusion coefficient (m?/s)

& = porosity

N = relative mobility

A = constant in Eq. (28)

u = viscosity (Pas)
v = kinematic viscosity (m?/s)

p = density (kg/m?)

o = surface tension (N/m)

Q) = effective heat capacitance ratio

Subscripts

¢ = capillary

eff = effective

f = fluid phase

h = heating

gap = gap
[ = liquid phase

in = inlet

non-eq = nonequilibrium effect
one-two = between one-energy and two-energy models

r = r-direction
s = solid phase

sat = saturated state

st = static state

v = vapor phase

w = wall
z = z-direction

k = kinetic
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The Critical Heat Flux Condition
With Water in a Uniformly Heated
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Microtube

The critical heat flux (CHF) condition needs to be well understood for designing minia-
ture devices involving two-phase flow. Experiments were performed to determine the CHF
condition for a single stainless steel tube having an inside diameter of 0.427 mm sub-
Jjected to uniform heat flux boundary conditions. The effects of mass flux, pressure, and

exit quality on the CHF were investigated. The experimental results show that the CHF
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increases with an increase in mass flux and exit pressure. For all exit pressures, the CHF
decreased with an increase in quality in the subcooled region, but with a further increase
in quality (near zero quality and above), the CHF was found to have an increasing trend
with quality (up to about 25% quality). CHF values in this region were much higher than

those in the subcooled region. This suggests that even at very low qualities, the void
fraction becomes appreciable, which results in an increase in the average velocity,
thereby increasing the CHF limit. [DOI: 10.1115/1.2780181]
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1 Introduction

For more than a decade, one of the important applications of
heat transfer engineering has been thermal management of elec-
tronic devices, and this is a result of the continuous and rapid
development of integrated circuit technology. Moore’s law [1]
states that the number of transistors in an integrated circuit (IC)
doubles every 18 months. Due to the increased packaging density
and performance of microelectronic devices, IC chip power has
significantly risen in the last two decades. The heat fluxes in these
devices are high, from about 50 W/cm? in the current electronic
chips to about 2000 W/cm? [2] in semiconductor lasers.

The challenge in cooling such devices is that the chip tempera-
ture has to be maintained below 85°C despite the high local heat
flux. Such a high heat flux imposes a practical limit on traditional
cooling approaches such as natural and forced convection using
air. Adoption of liquid cooling in packaging of electronic devices
seems to be a viable option as it offers the capability of heat
removal rates much higher (more than four times) than that of air
cooling. Also, the cooling could be accomplished with or without
phase change of the liquid (coolant). The use of two-phase cooling
has many attractive features from a thermal perspective, such as
reduced flow rate requirements while removing large amounts of
heat and operating with lower temperature differences. Hence,
two-phase cooling approaches at the small scale have become
important; with the current trends in the advancement of micro-
electromechanical system (MEMS) technology, the fabrication of
components for liquid cooling could become more cost effective.

With the development of nanotechnology and fuel-cell technol-
ogy, more compact and enhanced heat exchangers are being de-
signed with surface area densities as high as 10,000 m?/m? [3].
Such devices could be useful as fuel reformers in automotive fuel
cells, in air separation and cryogenic industries, and in the aero-
space industry to reduce weight. The high surface densities asso-
ciated with these heat exchangers can be achieved by construction
techniques that result in a large number of small channels in the
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100-1000 wm range [4]. Therefore, mini- and microscale heat
transfer is becoming important in such industrial heat exchangers
as well. Thus, we see that two-phase heat transfer in such small
channels is a potential solution to thermal control (cooling) and
thermal processing applications (compact heat exchangers).

Flow boiling in tubes and channels is a complex convective
phase change process. In cases where the system is heat flux con-
trolled (electrical heating or nuclear heating), an increase in heat
flux ultimately leads to deterioration in heat transfer, often indi-
cated by a sudden sharp rise in the wall temperature or the physi-
cal burnout of the wall. This upper limit on the heat flux is defined
as the critical heat flux (CHF) condition, and engineers must take
this into consideration when designing heat transfer equipment for
safe operation. There has been a growing interest to understand
the CHF behavior in small micron-sized passages and also to de-
termine if this CHF behavior is similar to that observed in large-
sized tubes and channels. Unfortunately, the literature so far has
been inconclusive in understanding the parametric effects on the
CHF condition. This is partly due to the difficulty in carrying out
experiments at the small scale. Some of the existing literature on
CHF in mini- and microchannels is reviewed here.

2 Critical Heat Flux Studies in Mini/Microchannels

There are very few investigations of CHF studies in small cir-
cular tubes. There have been some studies in tubes with small
dimensions (down to about 0.3 mm) involving very high mass
velocities intended for extremely high heat flux removal as in
fusion reactors [5,6], but studies at lower mass fluxes are very
limited. Celata et al. [7] have conducted subcooled CHF studies in
tube diameters as small as 0.25 mm, but these were, again, for
very high heat fluxes (up to 70 MW/m?) and high mass fluxes
(greater than 5000 kg/m?s) in the fusion technology application.

Nariai et al. [8] reported CHF studies with water at ambient exit
pressure in stainless steel tubes with inside diameters of 1 mm,
2 mm, and 3 mm; tests were performed from the subcooled to the
quality region (very close to zero quality) for mass fluxes ranging
from 7000 to 11,000 kg/m?s. The inlet water temperature was
between 17°C and 80°C. They indicated that the CHF decreased
with an increase in exit quality in the subcooled region (i.e., nega-
tive quality indicated subcooled liquid). There was a minimum in
the CHF versus quality curve very close to zero quality. As quality
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was further increased to a positive value, the CHF increased
sharply. The maximum exit quality in their data was about 0.05.

A similar trend was observed by Bergles and Rohsenow [9] for
CHF with de-ionized water in a stainless steel 2.38 mm tube with
L/D=15, mass flux of 3000 kg/m?s, and an exit pressure of
207 kPa. At high subcooling, CHF decreased monotonically with
increases in quality; the data then passed through a minimum and
then increased in the bulk boiling region. It was argued that at low
values of subcooling, the void fraction became appreciable, which
caused an increase in average velocity with the result that the
burnout limit was raised. They found a strong inverse dependence
of CHF on diameter. They referred to earlier work by other re-
searchers who believed that CHF decreased with decrease in di-
ameter when the size was reduced below 2 mm and suggested that
this could be due to flow oscillations.

Roach et al. [10] studied the CHF associated with flow boiling
of subcooled water in circular tubes with diameters of 1.17 mm
and 1.45 mm (L/D=110), mass velocities from 250 kg/m?s to
1000 kg/m? s, exit pressures from 345 kPa to 1035 kPa, and inlet
temperatures from 49°C to 72°C. They observed the CHF condi-
tion at very high exit qualities (around 0.8) indicating dryout.
CHF increased with increasing channel diameter, mass flux, and
pressure. They found that in both the tube sizes for pressure
around 690 kPa and mass flux about 800 kg/m?s, CHF did not
occur at all, and a smooth transition from nucleate to film boiling
took place. The deviation for the smaller tube from the Bowring
correlation was about 35% for most heat flux values; it should be
noted that the Bowring correlation was based on data with diam-
eters from 2 mm to 45 mm.

Oh and Englert [11] conducted subatmospheric CHF experi-
ments with water in a single rectangular aluminum channel heated
on one side with electric strip heaters. Their channel cross-section
dimensions were 1.98 X 50.8 mm? (hydraulic diameter of 3.8 mm)
and heated length of 600 mm (L/D=160). The exit pressures
ranged from 20 kPa to 85 kPa. The tests were performed with low
mass fluxes from 30 kg/m?s to 80 kg/m?s. CHF was found to
increase with mass flux, in almost a linear fashion. The relation
between subcooling and CHF was also found to be linear although
the effect was not significant. Between an inlet subcooling of
44-66°C, CHF increase was just 15%. Experimental CHF data
did not match well with the predicted CHF from existing low
flow-rate correlations. The closest prediction of the CHF data was
with the Lowdermilk correlation [12], which underpredicted the
data by about 30%.

CHF experiments were performed by Lazarek and Black [13]
with R-113 in a stainless steel tube of inside diameter 3.15 mm
(L/D=40) in a vertical orientation. The pressure was varied from
124 kPa to 413 kPa. The mass velocities were in the range of
140-740 kg/m?s. Inlet subcooling varied between 3°C and
73°C. Following the power increase, the wall temperatures under-
went progressively large oscillations due to intermittent rewetting
of the passage wall. CHF occurred because of the dryout of the
liquid and always at the exit of the heated test-section length.
Axial conduction effects on CHF were not assessed in this study
even though the test section had a thick wall (0.4 mm).

Bowers and Mudawar [14] conducted studies with R-113 in
circular minichannel and microchannel heat sinks machined into
large copper blocks. Three parallel channels 2.54 mm diameter
each formed the minichannel heat sink. The microchannel heat
sink had 510 um diameter channels. They concluded that the
CHF was not a function of inlet subcooling in either the mini- or
microchannel heat sink.

Yu et al. [15] carried out CHF experiments with water in a
stainless steel 2.98 mm inside diameter tube (L;,/D=305) and a
pressure of about 207 kPa. The outside diameter of the test section
was 4.76 mm. CHF was found to decrease with a decrease in mass
flux (mass fluxes varied between 50 kg/m?s and 200 kg/m?s).
CHF qualities were found to be relatively high, above 0.5. Kami-
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dis and Ravigururajan [16] used R-113 to investigate the CHF
condition in 1.59 mm, 2.78 mm, 3.97 mm, and 4.62 mm short
tubes (L/D ranged from 11 to 24). CHF was found to increase
with mass velocity.

Lezzi et al. [17] reported experimental results on CHF in forced
convection boiling of water in a horizontal tube of diameter 1 mm
and L/D=250, 500, and 1000. The tube wall thickness was
0.25 mm. The mass flux varied between 800 kg/m”s and
2700 kg/m?s. In all cases the quality at the outlet was high
(greater than 0.6), and the CHF was reached through dryout. They
concluded that for low mass fluxes and tube diameters down to
1 mm, the effect of the diameter on CHF did not differ from the
characteristics of the large diameter tubes. They claimed that no
oscillations affected the data, but data on pressure were not re-
ported. Also, conduction along the thick tube wall could signifi-
cantly affect the CHF. This effect was not assessed in this study.

Jiang et al. [18] conducted CHF studies with water with an
array of V-grooved microchannels of either 35 or 58 channels
each of 40 um hydraulic diameter and either 10 or 34 channels of
80 wm hydraulic diameter. In all the devices tested, the wall tem-
perature increased almost linearly with heat flux until the onset of
the CHF condition. The quality at the exit was 1.0 at CHF, indi-
cating a single-phase flow of the vapor. CHF was found to be a
function of the flow rate, and CHF increased linearly with an
increase in the rate of flow.

Recently, Wojtan et al. [19] investigated saturated CHF in a
single uniformly heated microchannel of 0.5 mm and 0.8 mm in-
ternal diameters using R-134a and R-245fa. They did not find any
influence of inlet subcooling on CHF; at the same mass flux, CHF
increased with increasing diameter, which is the opposite effect
found by Bergles and Rohsenow [9] whose study covered the
subcooled to the saturated region (up to qualities of about 0.12).
Wojtan et al. studied the effect of exit quality on CHF only for
qualities above 40%. They presented a new correlation to predict
CHF in circular uniformly heated microchannel.

Kuan and Kandlikar [20] studied the effect of flow boiling sta-
bility on CHF with R-123 in six parallel microchannels (cross-
sectional area of each microchannel is 1054 X 157 um?) machined
on a copper block of dimensions 88.9X29.6 mm?. They devel-
oped a theoretical model to represent the CHF mechanism and
correlated it with their experimental data.

Kosar et al. [21] obtained a few CHF data with de-ionized
water flowing through five parallel microchannels (227 um hy-
draulic diameter) micromachined on a silicon wafer. They con-
cluded that the exit pressure did not have any effect on the depen-
dence of CHF, but the CHF was found to increase with an increase
in mass velocity. The CHF seemed to decrease with an increase in
exit quality (for qualities above 0.5), although there was an up-
ward jump at about x=0.7.

Zhang et al. [22] evaluated existing correlations for flow boiling
of water with available databases from small diameter tubes and
developed a new correlation based on the inlet conditions by do-
ing parametric trend analyses of the collected database.

Thus, there is no general agreement on the mini/microchannel
CHF studies conducted so far. For example, in minichannels,
Roach et al. [10] found the CHF to increase with increasing chan-
nel diameter but Bergles and Rohsenow [9] found an inverse de-
pendence of diameter on CHF. Oh and Englert [11] found a weak
linear relationship between inlet subcooling and CHF, but Bowers
and Mudawar [14] found that the CHF was not at all affected by
the inlet subcooling during their studies in parallel microchannels.
Wojtan et al. [19] found, in their studies with single tubes, that the
CHF was not dependent on inlet subcooling. The data by Yu et al.
[15] indicated that the CHF increased with an increase in exit
quality, but the data by Wojtan et al. [19] depicted the opposite
effect. The CHF studies by Roach et al. [10] show that the CHF
increases with increasing pressure, but the data in some studies
[19] do not show a strong dependence of pressure on CHF. Stud-
ies such as Refs. [8,9] show that the CHF increases from the
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subcooled to the saturated region near zero qualities, but other
studies have not reported this behavior. Many researchers have
attempted to correlate their data with the existing correlations, but
the different data vary in the degree of disagreement. Many dif-
ferent correlations have been developed, but they are mostly ap-
plicable to the limited data range over which the experiments were
conducted.

Overall, there are very limited studies on CHF in the micron-
sized dimensions. There are very few studies for CHF at subat-
mospheric pressures, close to ambient pressure with low mass
fluxes, or with tube diameters below 1000 wm. Most of the stud-
ies in the microscale range use parallel rectangular microchannels.
Such channels are subject to instabilities and conduction through
the block on which the channels are machined, and these condi-
tions affect the CHF condition. Hence, the objective of this paper
is to experimentally investigate the effects of mass flux, inlet sub-
cooling, exit quality, and pressure on the CHF condition for a
single stainless steel microtube. The tube internal diameter used in
this study is 0.427 mm with an outside diameter of 0.55 mm and
a heated length of 59 mm. A range of mass fluxes
(315-1570 kg/ms?), inlet subcoolings (2—50°C), and exit pres-
sures (25.3—179 kPa) was examined during this study.

3 Experimental Facility and Test Section

3.1 Experimental Facility. The experimental investigations
were carried out using the test facility as shown in Fig. 1, which
facilitated the flow of water between Tank A and Tank B. The
major components of the loop are the two tanks, flowmeters, pre-
heater, test-section assembly, and the pressure transducer arrange-
ment. Water was stored in Tank A, which was equipped with a
vacuuming, pressurizing, and a degassing arrangement. As a
safety measure, a pressure relief valve was also provided on the
tank. Water was circulated in the loop by imposing a pressure
difference between the two tanks. Water passed through one of the
three rotameters depending on the flow range, and the flow was
set by an in-line needle valve. A pressure gauge measured the
pressure at the inlet of the preheater section. The water was heated
to a desired temperature by passing it through a 200 mm long
preheater section. This preheater was constructed by coiling resis-
tance wire around 6.4 mm stainless steel tube. Voltage was ap-
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Description of test facility

plied to the wire through a variable transformer. The preheated
fluid was throttled before it entered the test section. The test sec-
tion was mounted on an assembly, which facilitated quick replace-
ment of the test section. Detailed discussion of the test section and
its mounting is provided later. A differential pressure transducer
measured the pressure drop across the test-section length. A
Bourdon-type pressure gauge recorded the pressure at the exit of
the test section. Following the test section, the fluid entered Tank
B from where it was later pumped back to the main storage Tank
A.

3.2 Test Section and Guard Heater. The test sections were
individual hypodermic tubes made of 304 stainless steel cut from
a longer piece of tubing. The test-section ends were sanded and
polished on a sander using 400 and 600 grit sand paper, and the
final polishing was carried out using a 1 um diamond solution.
Microscopic examination of the test section so prepared ensured
that no burrs were present. The test section was heated by passing
dc through it. For this purpose, 2 X2 cm? brass strips were sol-
dered at two different locations on the hypodermic tubing and are
shown in Fig. 2; electric power wires were soldered on these
strips. The voltage to the test section was provided through a dc
power supply with variable output between 0 V and 10 V and a
current rating of 0—100 A. The test section was held at its two
ends using compression fittings. These fittings housed a Teflon
bushing through which the test-section tubing was inserted. Once
the test section was inserted, the fitting was tightened to create a
leak-tight joint.

The test section was housed inside a guard heater to minimize
heat losses during diabatic experiments. A 2.0 cm thick layer of
insulation was wrapped around this test section. A 5 cm diameter
copper tube, with resistance wire and a thermocouple bonded to it,
was secured over this insulation. Then, another 3 cm layer of
insulation was wrapped around the copper tube. The guard heater
covered the area from compression fitting to compression fitting.
The power to this guard heater was controlled through a variable
transformer.

T-type thermocouples were mounted at six different locations
on the test section for wall temperature measurements. Thermo-
couples nearer to the exit of the heated section were spaced
1.8 mm apart to better track the CHF condition. Also, one ther-
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mocouple was mounted on the test section ahead of the heated
length to check for any backflow of vapor and axial conduction
away from the heated section. Pressure taps were provided at the
two ends of the test section (about 35 mm away from the heated
section). Temperature probes measured the temperature of water
at the inlet and exit of the test section at the same location as the
pressure taps. The inlet and exit portions of the test section were
heavily insulated to avoid heat loss.

4 Instrumentation

Five types of measurements were made: temperature, flow rate,
pressure, voltage, and geometry of test section (diameter and
length).

Temperature measurements. Two different temperature mea-
surements were needed, that of the test-section wall and the work-
ing fluid. The wall temperatures were measured using thermo-
couples made of fine wire (36 AWG, 0.127 mm wire diameter)
with beads welded in an inert environment. The inlet and outlet
fluid temperatures were measured using probes made from ther-
mocouples to avoid heat conduction through the probe. The accu-
racy of the temperature measurement using these thermocouples
was £0.3°C.

Flow-rate measurement. The flow rate was measured using
rotameters. The flowmeter was mounted between the tank and the
preheater. To cover the entire range of flow rates needed for the
experimentation, a bank of three flowmeters was used. This in-
creased the accuracy of measurement. The accuracy of flow mea-
surement was £2.0% of the reading.

Pressure measurement. There are two different types of pres-
sure measurements performed during the experiments: pressure
level and pressure drop across the test-section length. The pres-
sure level was measured with Bourdon-type pressure gauges at the
outlet of the flowmeter and at the exit of the test section. As seen
in Fig. 2, the pressure taps were provided outside the test section
and were connected to the differential pressure transducer. This
transducer measured the total pressure drop across the test-section
overall length. The pressure taps were mounted very close to the
test-section exit, about 5 mm from the test-section end (35 mm
from the heated section). The differential pressure transducer had
an accuracy of =0.25% of full scale. The diaphragm used during
these tests had a full scale pressure reading of 86 kPa.

Test-section geometry (diameter and length) measurements. The
diameter of the test section used in the experiment was carefully
measured using a Unitron optical microscope with a 40X magni-
fication and having a Mitutoyo measuring probe attachment. The
length of the test section was measured using vernier calipers. The
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accuracy in measuring the diameter was =0.00254 mm and on the
length was =0.03 mm.

Voltage measurement. Power supplied to the test section was
measured by taking voltage measurements across the test section
and a current shunt sized to ensure high accuracy depending on
the current range. The accuracy of the shunts was *0.25%.

Data acquisition system. The outputs from all the instruments
were recorded for every experimental run. Manual readings were
taken from the flowmeters and the pressure gauges. All other data
were directly read through a computerized data acquisition system
using LABVIEW® software and National Instruments data acquisi-
tion and conditioning hardware. A solid-state relay was used to
shut off the test-section power when the CHF condition was
reached. Two thermocouples nearest to the outlet of the test sec-
tion were monitored, and once the wall temperature reached a
predetermined value, power was cut to the test section. This shut-
off ensured that the test section was saved for further experiments.
The data acquisition system had the capability of gathering data
up to 1000 Hz. The accuracy of voltage measurement was
*0.07%. Computer programs for data acquisition and reduction
were developed to control the acquisition, reduction, and storage
of data.

5 Experimental Procedures

Calibration of the flowmeters was done using the weigh tank
technique of measuring the volume of fluid collected in a given
amount of time. Calibration of the Bourdon-type pressure gauges
was done using a deadweight tester. The differential pressure
transducers were calibrated for each diaphragm using a water col-
umn over the full pressure range of the transducers.

Water was degassed before circulating in the loop. This was
done by passing high pressure argon (an inert gas) through the
water stored in Tank A. This gas stripped the dissolved oxygen
from water. The process was carried out in vacuum so that the
dissolved gases along with the inert gas are pulled out leaving the
tank with degassed water. The measured oxygen content was
2.2 ppm.

For an experimental run, the flow was set to the desired value
by adjusting the in-line valves. The exit pressure was set by con-
trolling the pressure in Tank B. The preheater and guard heater
were turned on and set to the desired values. A criterion of a
maximum *0.5°C variation in wall temperatures in about 15 min
was set to detect the quasisteady state as the wall temperatures
remained fairly constant after about 15 min, indicating that a
steady state was attained. It took up to about 2 h to reach the
initial quasisteady state depending on the operating conditions and
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about 30 min for each new setting of the flow rate. For every new
setting of the inlet temperature, it took another 1 h for the flow to
reach steady state. Once the steady state was reached, data were
recorded for the set operating conditions.

A single-phase experiment was first performed and the heat loss
was estimated by comparing the sensible heat gained by the water
(inlet and outlet water temperatures were measured during the
experiment) with the power input to the test section. This experi-
ment was done by setting the power to the test section at a par-
ticular value and adjusting the guard heater power so that the
guard heater temperature was only slightly above the wall tem-
perature on the test section. This ensured minimum heat loss from
the test-section wall. The measurements of flow, temperature, and
voltages were then recorded.

Next, the guard heater temperature was set close to the satura-
tion temperature (corresponding to the outlet pressure). The inlet
fluid temperature was again set to the desired value, steady state
was reached, and then the power to the test section was increased
in progressively smaller increments until the CHF condition was
reached. This condition was marked by a nearly instantaneous rise
(the switching time of the relay is about 7 ms) in the wall tem-
perature of about 80—100°C over the saturation temperature.

6 Data Reduction

The measured quantities are the total pressure drop (Ap; exy)
from the differential pressure transducer, the volumetric flow rate
(Q) from the flowmeter, the test section inside diameter (D), the
test-section length (L), the voltage across the shunt (V,), the volt-
age across the test section (Vrg), the heated length of the test
section (Lj,), the fluid inlet temperature (7,;), the fluid exit tem-
perature (7,), and the exit pressure (Py;).

Power to the test section is calculated by the following equa-
tion:

PWTS = VTSI ( 1 )

where Vg is the voltage across the test section and / is the current
through the test section. The current to the test section was ob-
tained from the current shunt voltage measurement.

Heat loss was estimated by comparing the sensible heat gained
by the water in single-phase experiments, which is given by

H= pQCp(Tf,() - T_f,i) (2)
with the electric power input over a wide range of flow rates (Re
ranging from 250 to 1200). The guard heater ensured that the heat
loss was within =5%. During the two-phase experiments, the
guard heater temperature was set slightly higher than the fluid
saturation temperature, and it is assumed that the heat loss was
similar to that observed during the single-phase tests.

The heat flux was obtained by

q” = 1000PWT5/7TDL;,, (3)
The wall superheat is obtained as
ATsal = Tw,in - Tsal (4)

The fluid saturation temperature (T,) is that corresponding to
the measured exit pressure. This was compared with the measured
fluid temperature at the outlet of the test section and excellent
agreement with the measured and calculated temperatures was
obtained. The local inner wall temperature is obtained from the
outer wall temperature using a 1D heat conduction model assum-
ing steady-state radial conduction through the wall with uniform
heat generation and no heat losses.

The mass flow rate is given by

m=pQ (5)
and the mass flux is defined as
G = 10%q/(7wD*4) (6)
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Table 1 Experimental conditions for the CHF study

Parameter Range

Fluid De-ionized, degassed water
(~2.2 ppm O,)

D/ Dy 0.427 mm/0.550 mm

L, (mm) 59

P, (kPa) 179, 102, 25.3

G (kg/m?s) 315, 560, 870, 1570

AT, (°C) 2-50

Exit quality was obtained from an energy balance between the
heat supplied to the test section and the heat gained by the fluid. In
the case of subcooled exit flow, enthalpy of the fluid [4(T)] is the
liquid enthalpy corresponding to that temperature. Thus, the exit
quality for a subcooled liquid is defined as

(D) = hyP) .
hfg(P )
where hy, is the enthalpy of vaporization corresponding to the exit
pressure and /iy is the saturated liquid enthalpy corresponding to
the exit pressure.

In the case of an exit flow in the saturation region, the quality is

calculated by

1 | 10004L,9"
x=—| = = (T~ Ty) (8)

heL GD

7 Uncertainty Analysis

The uncertainties in the measured quantities propagate through
all calculations of the derived quantities. Hence, an uncertainty
analysis was performed to estimate these uncertainties. This
analysis is based on the method suggested by Kline and McClin-
tock [23]. The results are m1, =2.0%; G, *=2.3%; Re, =2.4%;
q", *5.1%; and x, =5.8%.

8 Results and Discussion

Experiments were conducted to determine the CHF condition
over a range of exit pressures, mass fluxes, and inlet subcoolings
in a single stainless steel tube of inside diameter 0.427 mm. The
experimental conditions are given in Table 1.

Single-phase experiments were first performed to check for the
energy balances. The guard heater power was controlled during
both the single- and two-phase experiments. The single-phase
pressure drop was found to be in very good agreement with well
established theory. The ratio of the total pressure drop (sum of the
pressure drops at the entrance, in the developing flow region, fully
developed region, and the exit) from the experiment to that calcu-
lated using correlations from the literature was within £6%, as
can be seen in Fig. 3.

During the single-phase heat transfer experiments, the flow was
hydrodynamically fully developed but was thermally developing
through the length of the heated section. The heat transfer results
were compared with the modified Hausen correlation (for constant
heat flux) given below.

0.19(Re Pr D/L)"8
Nu=4.36+ )
1 +0.117(Re Pr D/L)*467

This correlation overpredicted the data by about 34% at lower
Reynolds number (Re~200) but underpredicted it by about 50%
at Re~ 1200. These laminar single-phase heat transfer results are
consistent with other results from the literature [24,25]. In the
two-phase study, there were 50 CHF data points obtained. These
include some data points where the characteristic wall temperature
rise associated with the CHF condition was not observed. This
will be discussed later in this section.
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8.1 Flow Condition During the Critical Heat Flux
Experiments. Flow was stabilized during the CHF experiments
by maintaining a very high pressure drop (130-200 kPa) up-
stream of the test section through use of an inlet throttle valve; the
rotameter float position was constant. A thermocouple mounted on
the test-section wall just before the heated section did not show
any variations in temperature (the temperature was very close to
the inlet water temperature), which indicated that there was no
backflow of vapor or axial conduction outward from the heated
section. The pressure drop showed only small fluctuations with
time (single- and two-phase flow regimes) except for very close to
the CHF condition. One such plot of pressure drop versus time, at
subatmospheric pressure and a mass flow rate of 560 kg/m?s, is
shown in Fig. 4. The magnitude of the fluctuations in Fig. 4 was
typical of all tests.

8.2 Wall Temperature Variations With Heat Flux. For the
flow boiling tests, there was a characteristic sharp rise in wall
temperature at the point of CHF, as can be seen in the plot of wall
superheat versus heat flux depicted in Fig. 5. Note, also, that prior
to the initiation of the CHF condition, often the wall temperature
initially jumped up by about 35°C, then dropped back; with fur-
ther increases in heat flux, the CHF condition was reached (wall
temperature was approximately 165°C). At this point, test-section
power was automatically shut off to prevent test-section damage.
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Fig. 4 Pressure drop versus time for G=560 kg/m?s, AT,
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A similar observation was made in other tests with lower mass
fluxes where the steady increase in heat flux caused the wall tem-
peratures to increase by about 40—50°C and then fall back before
finally attaining the CHF condition. The jumps in the wall tem-
perature just prior to CHF could be due to the occurrence of dry
patches on the tube wall and when the liquid occasionally rewet-
ted the wall, the temperatures would fall back. CHF would occur
near the exit when the tube wall became completely dry. Lazarek
and Black [13] observed a similar wall temperature response dur-
ing CHF tests in a 3.1 mm diameter tube at a mass flux of about
270 kg/m”s. In experiments with higher mass fluxes, the wall
temperatures did not exhibit such a sharp intermediate jump, but
steadily increased until the CHF condition, with its characteristic
temperature rise was reached, similar to that observed with lower
mass fluxes.

Figure 6 shows the wall temperatures at six locations along the
length of the heated section for two different conditions. For the
lower pressure data, it is clear that the CHF occurred toward the
exit of the heated section at which point the wall temperatures are
considerably higher compared to those closer to the inlet of the
test section.

The characteristic CHF did not occur for some of the experi-
ments up to high heat fluxes, at which point power was shut down
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Fig. 6 Axial wall temperature variation (P,,;;=25 kPa, 102 kPa)
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so that the test sections were not destroyed. This happened for
some of the tests carried out at low values of inlet subcooling
(ATy,=2-7°C). Figure 7 shows the exit wall temperature varia-
tion with heat flux at an exit pressure of 102 kPa, and one axial
temperature data set is also shown in Fig. 6. The wall temperature
linearly increased with heat flux but there was no sudden wall
temperature spike as is normally associated with the CHF condi-
tion. Other tests conducted for slightly lower mass fluxes (e.g.,
G=560 kg/m?s) showed the wall temperature to suddenly in-
crease (by about 30°C) and fall back a few times during the
experiment but no characteristic CHF was observed. It might be
possible that the flow transitions to an “inverted annular” type
even at lower heat flux levels and the boiling takes place through
the stable vapor film. The distinct boiling plateau was not seen
during such tests. During this “film” type of boiling, the wall
temperatures linearly increased as the heat flux was raised. More
tests need to be conducted and further studies need to be done to
confirm this phenomenon. Experiments performed at higher
(179 kPa) and lower (25.3 kPa) exit pressures showed a similar
trend but the wall temperature plots for these have been excluded
for brevity. Roach et al. [10] made a similar observation of wall
temperature behavior in some of their tests with single uniformly
heated minitubes and attributed the disappearance of CHF to
smooth transition of heat transfer from nucleate to film boiling.
They found this to occur at mass fluxes as low as about
500 kg/m? s. Fukuyama and Hirata [26] reported similar findings
in their studies with R-113 in a 1.2 mm inside diameter tube, but
at relatively high mass fluxes (>40,000 kg/m?s) and high pres-
sures (350—1500 kPa), and concluded that the traditional discon-
tinuity in heat transfer coefficient between the nucleate and film
boiling at the transition can be completely eliminated by the com-
bined effects of mass flux, subcooling, and pressure. Similarly,
Hosaka et al. [27] observed that compared to low mass flux flows,
there was a smoother transition from nucleate to film boiling un-
der the conditions of very high mass flux and high subcoolings in
their tests with R-113 in tubes of 0.5 mm and 1 mm inside
diameters.

For studies with the lower values of mass fluxes, a very high
value of CHF was observed when inlet subcooling was very low
resulting in exit qualities of about 0.2. But, for similar exit quali-
ties in studies with higher mass fluxes, no CHF was observed.
This is discussed in a later section describing the parametric ef-
fects on the CHF condition.

In all such tests at qualities slightly above zero when the char-
acteristic CHF condition did not occur, the wall temperatures were
much higher above the saturation temperature, and there was little
variation in wall temperature from the inlet to the exit of the

Journal of Heat Transfer

500
L]
400
< =]
a
g 300 A ke
: A
T B
T 20
&
[n]
A
100 1 +P=179 kPa
8 o P=102 kPa
o 4P=253kPa
0 500 1000 1500 2000

Mass Flux [kg/m?s]

Fig. 8 Effect of mass flux on CHF for AT,,,~46°C, L,
=59 mm

heated section as is depicted in Fig. 6 for the study at atmospheric
pressure. Also, the wall temperature increased linearly as the heat
flux was increased. For this reason, very few saturated CHF data
points could be obtained and, in some tests, the experiment had to
be terminated if wall superheats were above 60°C to save the test
section even if no CHF was observed.

8.3 Parametric Effects on the Critical Heat Flux Condi-
tion

8.3.1 Effect of Mass Flux on Critical Heat Flux. Figure 8
depicts the dependence of CHF on mass flux for the three different
exit pressures with inlet subcooling, AT, ~46°C. The subcooled
CHF condition was observed in these data at the three pressures.
The CHF increases with an increase in mass flux. The CHF in-
creases with an increase in exit pressure for the same value of
mass flux; the slope of the CHF-G curves increases with pressure.
A similar observation was made at other values of inlet subcool-
ing.

8.3.2  Effect of Inlet Subcooling on Critical Heat Flux. The
effect of inlet subcooling on CHF is shown in Fig. 9 for all exit
pressures for two mass fluxes. For the higher mass flux, it is seen
that, at higher levels of inlet subcooling, CHF slightly decreased
with a decrease in inlet subcooling. But, at lower subcoolings
(water inlet temperature close to the saturation temperature), the
CHEF increased with a decrease in subcooling. The same trend was
observed at the three different pressures; the value of CHF was
higher for the higher exit pressure. A similar behavior is observed
for the lower mass flux as well. For the cases where the CHF
dramatically increased with reduction in inlet subcooling, the exit
quality at CHF was close to zero.

8.3.3 Effect of Exit Quality on Critical Heat Flux. Detailed
results for the effect of exit quality on CHF are presented in Figs.
10-12. Note that, in Fig. 10, the CHF first decreases with an
increase in quality in the subcooled region, but with a further
increase in quality (near zero quality and above), the CHF is
found to have an increasing trend with quality. Much higher val-
ues of CHF are found in the region close to saturation when com-
pared to the high subcooled region. With still further increases in
heat flux/exit quality, the CHF condition did not occur even when
the wall superheat (AT, =T,,-T,) reached about 40—60°C; the
wall temperature increased essentially linearly with increases in
heat flux. At this point, the experiment was terminated to save the
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and x=0.27, ¢"=619kW/m?, and AT,=55°C for G
=560 kg/ m? s. CHF was, however, observed at about x=0.21 for
the mass flux of G=315 kg/m?s. The results for the exit quality
are consistent with the trends observed for the variation of CHF
with inlet subcooling.

The increase in CHF from the subcooled to the saturated region
can be attributed to the void fraction change. In such a small
diameter of the tube, the void fraction becomes significant enough
to cause an increase in the velocity of flow through the tube,
thereby causing an increase in the value of CHF. Nariai et al. [8]
reported a similar observation in their studies on CHF in mini-
tubes (1-3 mm inside diameter) but with much higher mass
fluxes (7000—11,000 kg/m? s). The maximum exit quality in their
data was 0.05. Bergles and Rohsenow [9] reported similar findings
for flow of water through a 2.38 mm tube with a mass flux of
3000 kg/m?s.

Studies at subatmospheric pressure show a similar trend (Fig.
11). The CHF decreases with quality in the subcooled region, but
as the quality advances toward zero, the CHF starts increasing
again. No CHF was observed and the experiment was stopped
when x=0.1 and ¢"=727.6 kW/m? for G=1570 kg/m?s, x
=0.07 and ¢"=312.6 kW/m? for G=870 kg/m’s, and x=0.19
and ¢"=465.5 kW/m? for G=560 kg/m?s (for these cases, the
inlet subcooling was about 3°C). For AT ;,=2.3°C and G
=315 kg/m? s, a value of ¢"cyr=303.5 kW/m?, similar to that at
an exit pressure of 102 kPa, was obtained.

Results for the variation of CHF with exit quality for the exit
pressure of 179 kPa are reported in Fig. 12. Here, too, a similar
trend to that observed in Figs. 10 and 11, is seen. For inlet sub-
coolings around 7—-8°C, CHF was not observed for either of the
mass fluxes. The wall superheats were quite high (55-60°C) with
exit qualities of x=0.1, 0.2, 0.21, and 0.25 for mass fluxes of
1570 kg/m?s, 870 kg/m?s, 560 kg/m”s and 315 kg/m?s, re-
spectively.

9 Comparison of Critical Heat Flux Data With Exist-
ing Correlations

All the CHF data obtained in this study, subcooled as well as
saturated, were compared with the existing correlations. The CHF
data in the subcooled region were compared with the Hall and
Mudawar correlation [28]. This is represented in Fig. 13. Some of
the deviation is because the Hall and Mudawar correlation over-
predicts the data at very high inlet subcoolings and also it does not
take into account the increased CHF behavior seen in this study as
the qualities approach zero.

As previously seen, very few CHF data points could be ob-
tained in the saturated region, because the wall temperatures kept
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on linearly increasing with heat flux, and very high wall super-
heats were obtained even at significantly lower exit qualities. For
most of the tests in the saturated region, the characteristic CHF
was not observed and the experiment had to be terminated to save
the test section. For the saturated CHF data, three correlations
developed for mini/microchannels were considered for compari-
son: Wojtan et al. [19], Qu and Mudawar [29], and Zhang et al.
[22]. The correlations from Refs. [19,29] do not consider the ef-
fect of inlet subcooling. However, the data presented in this study
clearly show an effect of inlet subcooling on CHF. Hence, only
one of these two correlations, by Qu and Mudawar [29], was used
for comparison along with the correlation of Zhang et al. [22],
which considers an inlet quality effect. The comparisons of the
saturated CHF data with the correlations of Qu and Mudawar [29]
and Zhang et al. [22] are shown in Fig. 14. The correlation of
Zhang et al. highly overpredicts the data. It might be because this
correlation was developed by doing a parametric trend analysis to
the existing database of diameters in the range 0.33-6.22 mm.
There are very few data that are available for the very small di-
ameters, and they are almost all in the high mass flux range. The
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Qu and Mudawar correlation also does not predict the data well as
it does not take into account the inlet subcooling effect.

Thus, there is a need for more data with smaller diameters for
different mass fluxes, pressures, heated lengths, and type of fluids
to develop a satisfactory CHF correlation, which can confidently
predict CHF in the subcooled as well as the saturated region.

10 Conclusions

Experiments were performed to measure the CHF condition in
the subcooled as well as the saturated region for a single micro-
tube. The CHF increases with an increase in mass flux for all the
three exit pressures considered in this study. For the same mass
flux, CHF increased with an increase in exit pressure. Subcooling
has a large impact on CHF at very low values of inlet subcooling.
The effect of exit quality on CHF is found to be complicated. The
CHF decreased with an increase in quality in the subcooled re-
gion, but suddenly increased to a high value around zero quality.
With further increase in quality, CHF increased. The effects of
other parameters on CHF, such as the fluid type, the diameter, and
L/D ratio, need to be investigated. More experiments are being
undertaken to fully understand the CHF phenomena in micro-
tubes.

Acknowledgment

This work was supported by the National Science Foundation
(NSF) under Grant No. CTS-0245642. Graduate student support
from the Department of Mechanical, Aerospace and Nuclear En-
gineering at Rensselaer Polytechnic Institute is also gratefully ac-
knowledged.

Nomenclature
D = tube inside diameter, mm
G = mass flux, kg/m’s
H = heat gain, W
I = current, A
L = tube length, mm
Nu = Nusselt number
P = pressure, Pa
Pr = Prandtl number
PW = power, W
O = volumetric flow rate, m3/s
Re = Reynolds number
T = temperature, °C
V = voltage, V
¢, = specific heat of the fluid, J/kg K
h = specific enthalpy, J/kg
k = thermal conductivity, W/mK
m = mass flow rate, kg/s
q" = heat flux, kW/m?
x = quality

Greek Letters

Ap = pressure difference, Pa
AT = temperature difference, °C
p = density of fluid, kg/m?
Subscripts
CHF = critical heat flux
TS = test section
calc = calculated
exit = at the exit
expt = from experiment
f = fluid
fg = liquid vapor
h = heated
i = inlet
o = outlet
in = inner
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out = outer
sat = saturation

sh = shunt
sub = subcooled inlet
t = total
w = wall
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A numerical analysis of forced convective heat transfer from a
staggered tube bundle with various low conductivity wooden po-
rous media inserts at maximum Reynolds numbers 100 and 300,
Prandtl number 0.7, and Darcy number 0.25 is presented. The
tubes are at constant temperature. The extended Darcy—
Brinkman—Forchheimer equations and corresponding energy
equation are solved numerically using finite volume approach.
Parametric studies are done for the analysis of porous medium
thermal conductivity and Reynolds number on the local Nusselt
number distribution. Three different porous media with various
solid to fluid thermal conductivity ratios 2.5, 5, and 7.5 are used
in the numerical analysis. The results are compared with the nu-
merical data for tube bundles without porous media insert and
show that the presence of wooden porous media can increase the
heat transfer from a tube bundle significantly (more than 50% in
some cases). It is shown that high conductivity porous media are
more effective than the others for the heat transfer enhancement
from a staggered tube bundle. However, the presence of a porous
medium increases the pressure drop. Therefore, careful attention
is needed for the selection of a porous material with good heat
transfer characteristics and acceptable pressure drop.

[DOL: 10.1115/1.2780184]

Keywords: laminar and incompressible fluid flow, forced
convection, staggered tube bundle, wooden porous media, numeri-
cal analysis

1 Introduction

Heat transfer enhancement from a staggered tube bundle, using
the idea of inserting a porous material between the tubes, has a
great importance in many engineering applications including de-
sign and construction of compact heat exchangers, air preheaters,
air conditioning units, etc. More recent studies of surfaces covered
with porous materials have focused on the generation of reliable
pressure drop and heat transfer information for low Reynolds
number flow through a bundle of perpendicular or inclined cylin-
drical fibers [1]. There is a general need for data in the low Rey-
nolds number range, and most of the existing results refer to heat
exchanger applications at high Reynolds numbers [2]. Fowler and
Bejan [3] studied numerically the heat transfer from a surface
covered with flexible fibers, which bend under the influence of the
interstitial flow and observed some heat transfer enhancement or
decrement. Vafai and Kim [4] and Huang and Vafai [5,6] have
shown that a porous coating can alter dramatically the friction and
heat transfer characteristics of a surface. This effect has also been
documented by Fowler and Bejan [3]. Depending on its properties
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and dimensions, the porous layer can act as either as an insulator
or as a heat transfer augmentation device. In many applications, it
is very important to improve the efficiency of a tube bundle by
increasing the local Nusselt number and regulating the pressure
drop in a tube bundle. To the knowledge of the author, experimen-
tal and numerical studies are still needed to predict the effects of
various porous media and tube bank arrangements on the local
heat transfer coefficient and pressure drop in a staggered tube
bundle.

Among the huge amount of works related to heat transfer from
a staggered tube bundle, which are listed in Ref. [7], there are
only a limited number of published works related to the heat
transfer enhancement from a tube bundle using porous materials.
Previous experiences have shown that all porous materials are not
appropriate for this purpose [8—10]. In general, the efficiency of a
porous medium in heat transfer enhancement from a solid sub-
strate depends on porous medium structure, thermophysical prop-
erties, and fluid flow conditions. It has been found that fibrous
materials and metal foams [10] saturated with a fluid can serve as
an effective medium to augment forced convection heat transfer.
Recently, Pavel and Mohamad [11,12] have numerically and ex-
perimentally studied the effects of metallic porous materials in-
serted in a pipe on the rate of heat transfer. The effects of porosity,
porous material diameter, and thermal conductivity as well as
Reynolds number on the heat transfer and pressure drop, have
been investigated. The results have been compared with the clear
flow case where no porous material is used. They have shown that
higher heat transfer rates can be achieved when a porous insert is
used at the expense of a reasonable pressure drop which depends
on the permeability of the porous matrix. For a constant diameter
of the porous medium, further improvement can be attained by
using a porous insert with a smaller porosity and higher thermal
conductivity. Care should be exercised since both pore Reynolds
number Re, and & have a positive influence on heat transfer and a
negative impact on pressure drop and consequently on the pump-
ing power. The main mechanisms identified to be the basis for the
heat transfer enhancement when using porous materials are flow
redistribution or flow channeling, thermal conductivity modifica-
tion, and enhancement of radiation heat transfer at high tempera-
ture or heat fluxes.

The other experimental and theoretical works related to forced
convection heat transfer past an array of circular cylinders in the
presence and absence of porous media have been carried out by
Jubran et al. [13], Fand et al. [14], Bejan [15], Wang [16,17], and
Layeghi and Nouri-Borujerdi [18]. However, there are a limited
number of published works about wooden porous media inserts
and their conductivity effects on heat transfer from a tube bundle.

The main objective of the present work is to numerically inves-
tigate the effects of various isotropic low conductivity wooden
porous media inserts such as soft or hard wood on the heat trans-
fer rate from a staggered tube bundle at maximum Reynolds num-
bers 100 and 300. The numerical results are obtained for a range
of conductivities and compared with the available data in the lit-
erature for tube bundles with no porous media inserts. The differ-
ences between various cases are also discussed. The importance of
this research is it shows that even low conductivity porous mate-
rials such as waste wooden materials can increase the heat transfer
rate from a tube bundle.

2  Governing Equations

The conservation equations of mass, momentum, and energy
for a two-dimensional laminar incompressible fluid flow around a
tube bundle in an isotropic saturated porous medium with constant
properties and local thermal equilibrium in a Cartesian coordinate
system are described as (Fig. 1) [2] follows:
continuity
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Fig. 1

Schematic of a staggered tube bundle with a porous
material insert
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where (U, V) are the Darcy velocity components [2], Cr is a di-
mensionless form-drag constant, T is the temperature, and p is the
static pressure, and (pc),,=(1-&)(pc),+&(pc),. Here, we assume
Cp=0.1, which is an average value for many porous types of
foam.

e and K are porosity and permeability of the porous medium.
Indices s and f refer to solid and fluid parts of the porous medium,
respectively. k. is the effective thermal conductivity in the porous
medium. It is the volume average of the fluid medium and solid
medium conductivities, kep=ekp+(1-£)k,. kp, and kp , are the
longitudinal and transverse thermal dispersion conductivities in
the x and y directions, respectively. At high pore Reynolds num-
bers in nearly parallel flows, they can be correlated as a linear

function of Peclet number. Since the porous medium is assumed
to be isotropic, we assume kp ,=kp ,=kp. The thermal dispersion
can then be obtained by the following equation:
kp

k_f =CrPe,=CrU,d /o, (5)
where in the above equations, Pe,, is the Peclet number based on
pore diameter dp and mean velocity U,,. The coefficient Cr de-
pends on the porous medium structure and distance from the solid
walls [19,20]. ay=k/(pc)y is the thermal diffusivity of the fluid.

The time derivative terms have been retained in the governing
equations only in order to introduce relaxation into the discretized
algebraic equations during iteration toward a steady-state solution
field.

3 Method of Solution

The typical solution domain and the tube bundle boundary defi-
nition and nomenclature used in this work are shown in Fig. 2
along with coordinate system and details of the mesh between two
adjacent tubes. The inlet flow has a uniform velocity U.. The
solution domain is bounded by the inlet (line MK), the outlet (line
NL), and by lines KL and MN in Fig. 2(a). Lines KL and MN will
hereafter be referred to as the bottom and top boundaries, respec-
tively. Those boundaries consist of arcs representing the surfaces
of the tubes, with symmetry planes where there are no tubes. The
full domain included ten longitudinal rows of tubes: five tubes on
the each of the bottom and top boundaries. In the numerical solu-
tion, we used L,/ D=30 and L,/ D=30.

These lengths were judged to be sufficiently long so that any
increase in the values of L, and L, would not have a significant
impact on the results. The staggered tube bundle arrangement is in
the form of an equilateral triangle with S;/D=0.75, S;/D=1.3,
and Sp/D=1.5. The appropriate boundary conditions for the so-
lution domain shown in Fig. 2(a) are given in Table 1.

Figure 2(b) shows typical computational grids between two ad-
jacent tubes. Two types of control volumes, quadrilateral and tri-
angular, are used in the numerical analysis. The quadrilateral con-
trol volumes are arranged near the tube boundaries and triangular
control volumes are used everywhere between the tubes and quad-
rilateral control volumes, as shown in Fig. 2(b). The grids can be
systematically refined in order to obtain grid independent results.
Three different meshes with 25, 50, and 100 nodes on each tube
are used in the present numerical analysis. The distances of the
first node with respect to the wall are 0.002 m, 0.001 m, and
0.0005 m, respectively. The first 15 grids near walls are distrib-
uted with growth factor 1.02.

The governing equations are discretized using standard finite
volume approach based on collocated grid system [21]. The
QUICK scheme is used to compute a higher-order value of the

Fig. 2 (a) Solution domain and the tube bundle boundary definition and no-
menclature and (b) details of the mesh between two adjacent tubes
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Table 1 Summary of boundary conditions for U, V, and T
Boundary condition U Vv T
Inlet (x=0) U=U, V=0 T=T,
Exit (x=Lyy+Ly+Lyg) au V=0 ar_
ox on
Symmetry (portions of lines KL and MN in Fig. 2) &—O V=0 E—O
0y__ ax
Tube surface (portions of lines KL and MN in Fig. 2) U=0 V=0 T=T,
convected terms [22]. QUICK-type schemes [23] are based on a q'D D T (35)
Nub = 8b

weighted average of second-order upwind and central interpola-
tions of the variable. This results in a set of algebraic equations
with a sparse coefficient matrix. For scalar equations, this linear
system is solved using a point implicit (Gauss—Seidel) solver in
conjunction with an algebraic multigrid (AMG) method [24]. The
sequence of numerical steps is based on SIMPLE algorithm [24].
After solving the discretized equations for all nodes, the accuracy
of the numerical solution is checked first by summation of the
absolute value of the relative errors, which should be equal or less
than 107*. Second, the spot value should approach a constant
value. The relative error (RE) in the numerical procedure is de-
fined as

¢n+1 _ d)n

¢n+l

where superscript n refers to the previous iteration.

RE= D,

cells

¢=U,V,P,T (6)

4 Results and Discussion

The average velocity at the minimum cross-sectional area V.
and the inlet velocity U., have the following relationship:

S/D 0.55,/D
X , 2 2705 ™)
S4D—1"[(0.58,/D)* + (S,/D)*]** — 1

The local Nusselt numbers based on freestream and bulk tempera-
tures are defined as

max _

U,

@D _ D T
(T.-T)k;  T,~T. n

NuD = (861)

w

16 5
144
12 3

104
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61
43
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O (degree)

(T, =T,k CT,-T, onl,

where ¢! is the wall heat flux and n is the outward normal on the
tube surface at a given angle 6 from the front of the tube. The bulk
temperature 7}, for each tube is calculated at the vertical plane
passing through the centerline of the tube as follows. For odd- and
even-numbered tube rows (bottom and top boundary tubes in Fig.

2(a), respectively),
y=S87/2
f pUTdy

y=D/2

Ty= 9
YA O
y=(S;-D)/2
f pUTdy
T7,= 2= (9b)
PT O pAS/2)UL,

Figure 3 shows the Nusselt number distribution on the first
three rows in a staggered tube bundle surrounded by a porous
medium at Re,,,=100 and Pr=0.7. The thermal conductivity of
the porous medium is 2.5 times more than the fluid. The maxi-
mum Reynolds number Re,, is defined as Repa=pVimaD/ @
=U,/Vma Re. It can be seen that fully developed region is
reached soon since the Nusselt number distributions on the second
and third rows are very close together. As shown in Fig. 4, the
Nusselt number distributions on the second and third rows are
very close together at Re,,,=300 as well.

At higher Reynolds numbers, however, the fully developed re-
gion is reached further from the second row. Comparison between
Figs. 3 and 4 shows that the porous medium increases the Nusselt

160 3

Nu, 1001

O (degree)

Fig. 3 Nusselt number distribution on the first three rows of a staggered tube bundle sur-
rounded by a porous medium (¢=0.6, Da=0.25) at Re,,,=100
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Fig. 4 Nusselt number distribution on the first three rows of a staggered tube
bundle surrounded by a porous medium (¢=0.6, Da=0.25) at Re,,,=300

number based on bulk temperature on the second and third rows at
Re.x=300 with respect to Re,,=100. The Nusselt number
based on bulk temperature Nu, provides a better realistic under-
standing about the effects of porous medium on the heat transfer
rate from a tube bundle with respect to the Nusselt number based
on freestream temperature Nup. On the other hand, the presence
of the wooden porous medium increases the local Nusselt number
on the second and third rows as the maximum Reynolds number
increases from 100 to 300. This result may be related to the effect
of porous medium in changing velocity gradients near the tube
walls and the thermal dispersion phenomenon, which increases
the Nusselt number as well.

Grid independency analysis has shown that a mesh with
101,776 nodes with first near wall grid distance equal to 0.0005 m
is sufficient to obtain grid independent results. Figure 5 shows a
comparison between local Nusselt numbers on the first three rows
in a staggered tube bundle in the presence and absence of a porous
medium with £=0.6 at Re,,,,=100.

Re = 100
SyD = 1.5

rowl-porous

L N By S B B s B B S

135 180
0 (degree)

¢t+——rTr7
45

It is obvious that for the same pitch-to-diameter ratio, the local
Nusselt number based on bulk temperature Nu,, on first and third
rows in a staggered tube bundle in the presence of porous medium
is higher than that in the absence of porous medium. As shown in
Fig. 6, the difference between these two cases will increase as the
Reynolds number increases. This result seems to be related to the
increase in velocity gradients and thermal dispersion due to the
increase in Reynolds number.

Figures 5 and 6 show that the presence of wooden porous ma-
terial around a staggered tube bundle can increase the local Nus-
selt number or heat transfer rate significantly. However, the
amount of increase in heat transfer differs and depends on the
Reynolds number.

Figure 7 shows the effect of wooden porous medium thermal
conductivity ratio on the heat transfer rate from the first and third
rows in a tube bundle at two maximum Reynolds numbers 100
and 300. It can be seen that as the thermal conductivity ratio
increases, the Nusselt number based on bulk temperature in-

Fig. 5 Nusselt number distribution on the first three rows of a staggered tube
bundle in the presence and absence of porous medium (¢=0.6, Da=0.25)

45

40 TOW [ porous Re e 300
$,/D=1.5

351 k,/kp=2.5

Pr=07

B(degree)

350 5

] Re g 300
300 $/D=13
250 é LOWRPOTOUR k I/kf= 235

] Pr=0.7

E TOW N0N-porons

3 10w [ -uon-porous oW1 -porons

e
45 90 135 180
B (degree)

Fig. 6 Nusselt number distribution on the first three rows of a staggered tube
bundle in the presence and absence of porous medium (¢=0.6, Da=0.25)
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Fig. 7 The effect of solid to fluid thermal conductivity ratio on the Nusselt
number distribution on the first and third rows (¢=0.6, Da=0.25)

creases on both first and third rows. It is important to note that due
to the small value of Reynolds number, the heat transfer field
becomes fully developed soon after the second row in both cases.

The total pressure drop along a staggered tube bundle with ten
rows is obtained about 0.165 Pa and 0.8 Pa at Re,,,,=100, 300,
respectively, when there is no porous medium around the tube
bundle. The presence of a porous medium, however, increases the
pressure drop along the tube bundle (0.28 Pa at Re,,,, =100 and
1.53 Pa at Re,,,,=300 for £=0.6) about 50%.

In many applications, both heat transfer and pressure drop
should be evaluated to obtain an optimum design. In Table 2, the
ratio of fully developed Nusselt number and total pressure drop is
given for various cases with or without wooden porous insert.
This ratio is a characteristic parameter for the performance of a
tube bundle with or without wooden porous insert and is defined
as

_ I\I_UFD
APIO[

) (10)
From the results in Table 2, it can be seen that in both cases:
Re, =100 and Re,,, =300, the porous medium with conductiv-
ity ratio k;/ks=7.5 provides maximum heat transfer enhancement
from the tube bundle. The increase in Nusselt number based on
bulk temperature is more than 50% for the first row and is more
than 50% for the second and third rows. However, the total pres-
sure drop increases less than 50% in both cases: Re,,,=100 and
Re.x=300.

Finally, a comparison between the present work and the previ-
ous numerical data of Wang et al. [7] for Nusselt number distri-
bution on the first and third rows of a tube bundle with the ab-
sence of wooden porous insert has shown that the agreement
between the results is very good.

5 Conclusions

In this paper, forced convective heat transfer from a staggered
tube bundle surrounded by wooden porous media at maximum
Reynolds numbers 100 and 300, Prandtl number 0.7, and Darcy
number 0.25 has been studied. The effects of wooden porous ma-
terials with different thermal conductivities on heat transfer en-
hancement from a staggered tube bundle have been discussed. The
unsteady form of the extended Darcy—Brinkman—Forchheimer
equations and corresponding energy equation have been solved
numerically using finite volume approach. Parametric studies have
been done for the study of the effects of porous structure conduc-
tivity and Reynolds number on the local Nusselt number distribu-
tion. Total pressure drop along the tube bundle is also calculated
for the cases with or without wooden porous media inserts. Three
different porous media with thermal conductivities 2.5, 5, and 7.5
times more than fluid conductivity have been used in the numeri-
cal analysis. The results show that the presence of wooden porous
media has significant effect on the heat transfer enhancement from
the tube bundle (more than 50% in some cases). Finally, the ratio
of fully developed Nusselt number and total pressure drop is given
for various cases with or without porous insert. It has been shown
that the wooden porous medium with maximum thermal conduc-
tivity (k,/ks=7.5) is the best choice for the heat transfer enhance-
ment in this study. However, it is important to note that the total
pressure drop also increases when a porous medium inserted be-
tween the tubes in a tube bundle specifically at high Reynolds
numbers. Finally, it should be noted that wooden porous materials
are not the best choices for heat transfer enhancement applications
in general. However, they are simple and relatively cheap waste
materials available in many carpentry or factory yards and can be
used in some local and specific applications

Table 2 Average Nusselt numbers and r, for a tube bundle with or without a wooden porous insert with k;/k;=7.5 and Da

=0.25 at two different Reynolds numbers

Tube
bundl
First row Second row Third row g)riale
pressure
o o - o - . drop,
Re Case Nu, Nu, Nup Nu, Nu, Nu, AP(Pa) I
k 10.8 47.0 0.997 103.7 0.041 104.1 0.28 371.8
100 K _
=7.5, porous
100 f Nonporous 5.13 7.37 3.66 11.4 1.67 11.4 0.165 69.10
300 : 28.5 76.1 6.22 146.5 0.707 145.9 1.53 95.34
—=17.5, porous
300 ky Nonporous 7.92 9.50 8.39 14.4 5.57 13.5 0.800 16.90
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Pulsed thermoelectric cooling is an attractive approach for the
site specific thermal management of infrared sensors and other
low-heat flux devices. Intense Joule heating caused by electrical
interface resistance, however, can severely degrade pulsed cooling
performance. Numerical simulations are used to quantify the im-
pact of the interface resistance on pulsed thermoelectric cooling.
The degradation in performance is most pronounced for micro-
coolers that have small bulk resistivity at high pulse amplitudes.
Our work also forms a basis for new techniques to probe inter-
faces in TE devices for energy harvesting as well as cooling
applications. [DOI: 10.1115/1.2780186]

Keywords: thermoelectric, interface effect, microscale heat

transfer, cooling, energy harvesting

Recent efforts at enhancing the performance of thermoelectric
coolers have focused heavily on improving the thermoelectric fig-
ure of merit of materials, which is defined as ZT'=ST/ pk. Here, S
is the Seebeck coefficient, k is the thermal conductivity, p is the
electrical resistivity, and 7 is the absolute temperature. Significant
improvement in Z7T values has been reported for superlattices and
other nanostructured materials, but their widespread use still
awaits further innovation in materials engineering and manufac-
turing technology.

A complementary approach to enhancing the performance of
thermoelectric coolers is to apply high-amplitude transient electri-
cal pulses to the thermoelectric elements [1-4]. By inducing in-
tense cooling only over a brief period of time, one can reduce the
cold-junction temperature below the minimum achievable steady-
state value. The deleterious effects of excess Joule heating within
the bulk elements can be circumvented by intermittently breaking
thermal contact between the thermoelectric elements and an object
to be cooled [5].

In a more recent experimental study, Snyder et al. [6] reported
various parameters of interest in pulsed cooling, such as the mini-
mum temperature, the time to reach the minimum temperature.
While numerical simulations based on the conventional con-
tinuum model captured general trends reasonably well, the mini-
mum temperature observed, was appreciably higher than the the-
oretical prediction. Understanding a mechanism behind such
discrepancy is important in assessing the limitation of pulsed ther-
moelectric cooling.

In the present article, we report a numerical simulation study to
explain the experimentally observed anomaly in pulsed cooling
performance. We find that the electrical interface resistance
strongly influences the cold-junction temperature and its depen-
dence on current amplitude. The interface resistance we extract by

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
NAL OF HEAT TRANSFER. Manuscript received December 20, 2006; final manuscript
received June 18, 2007; published online January 28, 2008. Review conducted by
Yogendra Joshi.
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comparing our numerical simulation results with the experimental
data is consistent with the resistance typically reported for metal-
semiconductor interfaces.

The impact of the electrical interface resistance on macroscale
coolers was briefly examined in a previous study [3], but no defi-
nite conclusion was reached partly due to significant experimental
uncertainties. The impact of the interface resistance is expected to
be more pronounced for microthermoelectric coolers. Previous
studies examined interfacial effects on thermal and electrical
transport in microcoolers operating under steady states [7,8]. The
interface resistance, however, was ignored in previous numerical
studies of pulsed cooling in microcoolers [9].

We consider a configuration schematically illustrated in Fig. 1.
The geometric and material properties of the element are taken
from Snyder et al. [6] and Yang et al. [9] to facilitate comparison
with the available experimental data and simulation results. The
hot side of the element is assumed to be bonded to a heat spreader
maintained at a constant temperature, and the cold side is attached
to a thin foil of copper, which serves as an electrode.

We numerically solve the one-dimensional transient heat con-
duction equation using the finite volume method. The time deriva-
tive is handled using the explicit method. In the finite volume
method, the thermoelectric element and copper foil are divided
into small differential control volumes, and the energy conserva-
tion principle is applied to each control volume to obtain a dis-
cretized version of the heat conduction equation. The numerical
code is first validated by comparing the predicted steady-state
cold-junction temperature with the analytic solutions. The code is
further validated by comparing the predicted temporal cold-
junction temperature profiles with the recently reported simulation
results [9]. The grid and time step size independence study is
performed for each simulation case to ensure the accuracy of our
results.

The interface is modeled as a fictitious homogeneous layer of
an infinitesimal thickness. The thermal and electrical conductivi-
ties of this layer are specified to match the given thermal and
electrical interface resistances, Ry, and R), respectively. We note
that our simplistic interface model does not fully capture complex
thermoelectric phenomena at interfaces. More detailed studies of
interface effects on thermoelectric cooler performance were re-
ported earlier for steady-state operations [7,8]. These studies sug-
gested that electron-phonon nonequilibrium and boundary See-
beck effects may not play a major role when the thermal interface
resistance is much smaller than the thermal resistance of the ele-
ment itself. Further studies are necessary to fully elucidate the
impact of these other interface phenomena on pulsed thermoelec-
tric cooling.

By applying the energy conservation principle to the differen-
tial control volume enclosed between the dotted lines in Fig. 1, we
write

q;+ R, +jST;=qp M
T,-T; ar
" 1
-k, — 2
L dx/2k;, boox i @
" T;— —-Tx oT
qr = =—kp — 3)
dx/2kg ox | iy

By combining the above equations with a solution to the con-
tinuum heat conduction equation within the interface layer, we
eliminate the intermediate variables 77 and T; and express the heat
fluxes ¢; and g% in terms of T, Tk, and Ry;. Details of the imple-
mentation of the finite volume method are discussed in Ref. [10]
and will not be repeated here.

Figure 2 shows the predicted temporal variations in the cold
electrode temperature for three different values of the electrical
interface resistance. The thermoelectric element is initially sub-
jected to current Iy, o over a time period of 374 to achieve the
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— X

Fig. 1 Schematic diagram of a freestanding thermoelectric el-
ement subjected to a pulsed current. A region near the inter-
face at the cold junction is enlarged to show differential ele-
ments used for the finite volume method.

minimum steady-state temperature (7,) s Assuming that the
material properties remain constant, one can calculate the mini-
mum achievable cold-junction temperature in steady state as

Toold =Tt ()

4 2 1] 2 4 6 3
Time after pulse initiation (s)

Fig. 2 Predicted temporal temperature profiles in the cold
junction of the model macrocooler subjected to a current pulse
of amplitude of 3.5/, <. The simulation results are shown for
three different values of the electrical interface resistance.
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Fig. 3 Extra temperature drop due to pulsed cooling as a func-
tion of the current ratio. /s is the current necessary to
achieve the minimum steady-state cold-junction temperature.
The symbols are experimental data from Snyder et al. [6].

1+2zT,-1
(Tc)min,ss = # (4)
Z

and the required current as [, =S(Te)minssA/ pL. The thermal
diffusion time 7g4;¢ is @ measure of time required for heat to diffuse
along the entire length L of the element and is calculated as
L*/(k/pc,). A current pulse of amplitude of 3.5/, is subse-
quently applied to the element.

Note that (T)p, ss increases with increasing electrical interface
resistance. The changes in (Tc)min,pulsed are even bigger, consistent
with the fact that highly localized Joule heating at the interface
has a very strong impact on pulsed cooling. The time required to
reach the minimum cold-junction temperature decreases with in-
creasing electrical interface resistance. We have also varied the
thermal interface resistance from values as small as 10~° m? K/W
to values as high as 1077 m? K/W for each case, but these varia-
tions in Ry, have much smaller influence on pulsed cooling.

The extra temperature drop achieved through pulsed cooling is
defined as ATpy1e=(To)minputsed (Te)minss: Figure 3 shows the
predicted AT}, as a function of the ratio between the pulse am-
plitude and I,;;, - When the electrical interface resistance is suf-
ficiently small, AT, decreases monotonically with increasing
current ratio, at least up to 10. In contrast, when R
=6000 O um?, ATy reaches a minimum at a current amplitude
ratio of ~3.5. AT then increases with further increase in cur-
rent as intense Joule heating at the interface counteracts Peltier
cooling.

The experimental data of Snyder et al. [6] can be fitted with the
present numerical simulation results if the electrical interface re-
sistance is assumed to be approximately 2500 ) um?. For com-
parison, previous studies of thermoelectric and other semiconduc-
tor devices reported that the electrical interface resistance between
semiconductors and metal electrodes is of the order of
103—10* Q um? when standard techniques for making a junction
(such as soldering or hot pressing) are employed [11,12]. Figure 4
shows that the predicted cold-junction electrode temperature pro-
files also compare well with the experimental data, giving further
support to the interface resistance estimated above.

While the present simulations can explain the experimental data
well, we note that there are other mechanisms that may also ex-
plain the observed degradation in pulsed cooling performance at
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Fig. 4 Comparison between the temporal temperature profiles
experimentally observed and predicted in the present study for
the model macrocooler. t, is the time from the pulse initiation
to return to the steady-state cold-junction temperature.

high current amplitudes. For example, the heat capacitance of the
electrical leads and parasitic heat loss along the leads could have
much more influence than was accounted for in our simulations.

The above numerical simulations are performed using the ma-
terial properties and dimensions of a specific thermoelectric
cooler. For other thermoelectric coolers, a first-order assessment
of the importance of the electrical contact resistance can be made
by comparing the interface resistance R, with the electrical resis-
tance of a segment L 0f the element. The length L. can be
estimated as the thermal diffusion length over the time interval it
takes to reach the minimum cold-junction temperature, ,,;,. Using
the semiempirical expression for 7., derived in a previous study,
we write Lpye~L/[2(P+1)]. Here, P is the current ratio
Touise! Imin,ss and L is the thermoelectric element length. The mag-
nitude of electrical interface resistance that leads to significant
interface effects is then predicted to decrease with increasing
pulsed current amplitude and with decreasing thermoelectric ele-
ment length and bulk resistivity.

Thermoelectric microcoolers of lengths of the order of 100 wm
and smaller are interesting because they may enable highly reli-
able and compact systems for device and package level cooling of
low-power cryogenic devices. Figure 5 shows the predicted values
of AT,y for a thermoelectric element of length of 100 um as a
function of current ratio and electrical contact resistance. The el-
ement is first subjected to Iy, which is reduced from I,  to
compensate for a significant interface resistance. Once a steady-
state is reached, a pulsed current is applied over 5 ms. For the
electrical contact resistance of 1000 Q) wm?, which is comparable
to the value we have extracted for the macrocooler of Snyder et al.
[6], AT,y is almost zero. This illustrates once again that the
electrical contact resistance has much more pronounced effects for
microcoolers. For thin-film microcoolers of lengths of the order of
a few micrometers, even a contact resistance as small as 1 ) ,u,m2
can have appreciable effects. As a reference, the resistance-area
product of tunnel barriers formed by the natural oxidation of typi-
cal metals can be as high as a few thousand Q um?. Much smaller
interface resistance (<20 Q0 uwm?) can be achieved but only under
well-controlled conditions [8].

In summary, we report a numerical simulation study of the
impact of the interface resistance between a thermoelectric ele-
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Fig. 5 The impact of the electrical interface resistance on the
pulsed cooling performance of microthermoelectric coolers of
length of 100 um

ment and its electrodes on pulsed cooling performance. The main
idea behind pulsed thermoelectric cooling is to limit the diffusion
of thermal energy generated within bulk elements by Joule heat-
ing. We find, however, that intense localized heating at the
element-electrode interface strongly influences the minimum
achievable cold-junction temperature and its dependence on cur-
rent amplitude. The interface resistance we extract by comparing
our numerical simulation results with recently reported experi-
mental data is consistent with values reported for common metal-
semiconductor interfaces. For microthermoelectric coolers of
length of the order of 100 wm or smaller, the impact of electrical
contact resistance can be much more pronounced.

This article is based in part on work supported by Grant No.
FA9550-06-1-0326 from the Air Force Office of Scientific Re-
search.
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This paper presents results from a study aimed at developing a
novel thermochromic liquid crystal (TLC) temperature measure-
ment system that uses light transmission instead of light reflection
to measure surface temperature fields. In previous work, we re-
ported on the effect of temperature on light transmission through
TLCs as measured with a spectrophotometer [Roth, T. B., and
Anderson, A. M., 2005, “Light Transmission Characteristics of
Thermochromic Liquid Crystals,” Proceedings of IMECE2005,
Orlando, FL, Paper No. IMECE2005-81812; 2007, “The Effects
of Film Thickness, Light Polarization and Light Intensity on the
Light Transmission Characteristics of Thermochromic Liquid
Crystals,” ASME J. Heat Transfer, 129(3), pp. 372-378]. Here we
report on results obtained using a charge coupled device (CCD)
camera and polychromatic light setup that is similar to the type of
equipment used in TLC reflection thermography. We tested three
different light sources, a white electroluminescent light, a green
electroluminescent light, and a halogen fiber optic light, using
both direct and remote lighting techniques. We found that the
green signal (as detected by the CCD camera) of the green elec-
troluminescent light makes the best temperature sensor, because
under remote lighting conditions it showed a 500% linear signal
increase as the temperature of the R25CIOW TLCs was raised
Jfrom 30° to 48°C. We further found that the angle of the CCD
camera relative to the light did not significantly affect the results
for angles up to 10 deg for remote lighting and 15 deg for direct
lighting. The effect of light intensity variation was not significant
for intensities up to 40% of the original level when normalized on
the intensity at 19°C (a temperature outside the active range of
the TLCs). The use of light transmission results in a larger range
of temperature over which the TLCs can be calibrated and offers
opportunities for more uniform lighting conditions, which may
help overcome some of the problems associated with light
reflection. [DOI: 10.1115/1.2780187]

Keywords: thermochromic liquid
measurement, light transmission

crystals, temperature

Introduction

Thermochromic liquid crystals (TLCs) are used to measure sur-
face temperature in a variety of applications. Correlating the color
or hue of reflected light from TLC material with temperature is a
standard technique [1-3]. A typical setup using light reflection
from a TLC layer is shown in Fig. 1(a). The TLC material is
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painted onto a black surface to maximize reflection and a camera
and light source are located above (i.e., on the same side of) the
liquid crystal layer.

The main disadvantage of using reflected light is that the cor-
relating equation for temperature is sensitive to light intensity,
lighting type, and viewing angle [4,5]. In addition, while the TLC
material displays color over its entire active range, the reflection
calibration generally utilizes only 25-50% of this range [2].

The light transmission properties of liquid crystals are used
extensively in liquid crystal display technology [6], however, little
work has been done to characterize the effect of temperature on
the light transmission properties of TLCs. In previous work [7-9],
we used a spectrophotometer and showed that light transmission
characteristics through TLCs do change with temperature and that
we can detect these changes. Here we extend that work by pre-
senting light transmission data acquired using a charge coupled
device (CCD) camera and a polychromatic light source (see Fig.

1(b)).
Methods and Materials

Thermochromic Liquid Crystal Materials. We used Hallcrest
R25C10W sprayable TLCs. These materials are microencapsu-
lated by a polymer coating that yields 10—15 um diameter micro-
capsules. The resulting slurry is then combined with a water
soluble aqueous binder to form a sprayable material. These par-
ticular TLCs have a published event (color start) temperature of
25°C and a bandwidth of 10°C, implying a clearing point (color
end) temperature of approximately 45°C.

Experimental Setup and Procedure. We investigated the per-
formance of the TLC material using two lighting configurations.
One used “remote lighting,” in which the light source was placed
1-20 cm from the liquid crystal layer. The second used “direct
lighting,” in which the TLC material was painted directly onto the
light source. We used two types of electroluminescent lights
(green and white, from Edmund Optics) and a halogen fiber optic
light (Schott-Fostec).

For the remote lighting configuration, the TLC material was
applied to the outer surface of a standard 1 cm path length poly-
styrene cuvette, which was modified to connect to a temperature
controlled circulating water bath. We embedded calibrated ther-
mocouples in one side of the cuvette and then carefully poured
diluted, filtered TLC material over the thermocouples to form a
TLC surface. We used two different surfaces in the study: a thick
layer (0.40 mm +=0.03 mm) and a thin layer
(0.24 mm = 0.03 mm). The temperature of the TLC surface was
controlled by circulating water through the inside of the cuvette.
We placed the light source below the cuvette by attaching elec-
troluminescent lights directly to the bottom side of the cuvette.
When using the halogen light source, we used a fiber optic cable,
which was carefully mounted in line with the camera and placed
approximately 20 cm below the cuvette.

For the direct lighting configuration, the TLC material was ap-
plied directly onto the electroluminescent lights using an airbrush.
The surface was dried with a heat gun between the application of
each coat to ensure drying of each layer of TLC material. We
estimated the thickness of this surface to be 0.40 mm = 0.03 mm.
The TLC coated electroluminescent light was then attached to a
temperature controlled copper heating disk using thermal grease.
A set of calibrated thermocouples, embedded in the disk, was used
to measure temperature.

In each case, the Sony XC003 3CCD camera was placed ap-
proximately 20 cm above the TLC surface. Tests were conducted
by slowly heating the TLC material at a rate of 1.5°C/min and
acquiring images of the surface as it heated (these results were
found to agree with steady state data). Each image was analyzed
using the MATLAB image processing toolbox to determine the
amount of red, green, and blue in a specified region of the image
(generally consisting of ~5000 pixels). The output result for each
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Fig. 1 Test setup for liquid crystal thermography in (a) reflec-
tion mode and (b) transmission mode. For the transmission
tests, we used both direct lighting (as shown) and remote light-
ing, in which the light source was placed a distance below the
TLC layer.

test is a temperature 7 versus RGB (red, green, blue) or [/
(intensity=(R+B+G)/3) calibration curve. We also studied the
effects of lighting type, lighting angle, and light power level dur-
ing testing.

Uncertainty Estimates. All temperature measurements used
calibrated thermocouples with an uncertainty of *=0.1°C. The
Sony XCO003 is an 8 bit camera, which yields a resolution of
1/256 (in arbitrary units, (au)) on the measured RGB signals.
Images acquired using the remote lighting setup had an average
standard deviation in red of 7.6% (1 au), in green of 3.8%
(2.5 au), and in blue of 8.2% (3 au). Images acquired using the
direct lighting setup had an average standard deviation in red of
approximately 6.2% (1.1 au), in green of 2.5% (2 au), and in blue
of 10% (2 au). The standard deviation values were higher at lower
temperatures.

To test the repeatability of the two lighting systems we per-
formed ten tests on the same TLC surface over the period of
1 week. For both lighting configurations, we measured a maxi-
mum variation in the temperature calibration curve of =0.2°C.

We also measured the effect of temperature on the output of the
electroluminescent lights used in the direct lighting setup by ana-
lyzing images of the bare light on the calibration disk as it was
heated. We measured a 1.5% increase in the overall intensity and
a 7.5% increase in the green signal as the temperature of the
copper disk was increased from 30°C to 50°C.

Experimental Results

Figure 2 plots the results for remote lighting conditions with the
green electroluminescent light source and the 0.4 mm = 0.03 mm
surface. At temperatures below the event temperature (25°C), the
RGB and I signal levels are constant. The signal levels increase
slightly from 25°Cto27°C and then decrease from
27°C to 30°C. The green signal increases linearly for tempera-
tures above 30°C, the blue signal remains flat until about 40°C,
and the red signal is small and flat. The error bars represent =2
standard deviations in signal as computed over the 5000 pixel
region. The green signal increases from 25 au to 120 au (out of
256) in this linear region.

Figure 3 plots the results for direct lighting conditions with the
green electroluminescent light source and a 0.40 mm = 0.03 mm
layer of TLC material. The general trends are the same as that
seen with the remote lighting except that in this case, the overall
intensity is more linear than the green signal and the sensitivity is
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Fig. 2 The CCD RGB and I signals for light transmitted
through the 0.4 mm TLC layer using the green electrolumines-
cent light under remote lighting conditions

smaller. Over the range from 30°C to 48°C, the intensity in-
creases from 27 au to 62 au and the green signal increases from
49 au to 119 au.

If we compare the data in Figs. 2 and 3, we see that the TLC
material exhibits a larger change in signal with a more linear
green signal when illuminated under remote lighting conditions.
Direct lighting conditions result in a more linear variation of in-
tensity with temperature. The sensitivity for direct lighting is
about half of that for remote lighting. The standard deviation val-
ues are smaller for the direct lighting conditions as compared to
remote lighting. Although the lower standard deviations are per-
haps partially due to the lighting conditions, in this case, they may
be more influenced by the surface quality. We used an airbrush to
apply the TLCs in the direct lighting setup and were able to
achieve a more uniform surface.
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Fig. 3 The CCD RGB and | signals for light transmitted
through the 0.4 mm TLC layer using the green electrolumines-
cent light under direct lighting conditions
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Fig. 4 Normalized intensity through a 0.40 mm and a 0.23 mm
TLC layer with the green electroluminescent light source under
remote and direct lighting conditions. The intensity values are
normalized by the intensity value at 30°C.

Figure 4 compares the intensity of light transmitted through a
thick layer of TLC material to that transmitted through a thin layer
when illuminated by the green electroluminescent light. Results
are plotted for both remote and direct lighting conditions. In order
to compare the result, we have normalized the intensity on the
value of the intensity at 30°C (a minimum). The results show that
the signal change for the thick TLC layer is more than twice that
for the thin layer under both lighting conditions.

Tests performed using the white electroluminescent and halo-
gen lights showed that the most significant changes are for the
green component of the white light and the red component of the
halogen light. However, the halogen light resulted in higher stan-
dard deviations: either the halogen light itself is less uniform or,
because of its placement (farther below the TLC surface), the
divergence and scattering effects intensify the surface nonunifor-
mities. Based on the experimental results, we determined that the
green electroluminescent light source would be best for use as a
temperature sensor because it is the most sensitive to temperature
and the relation between the green signal and temperature is fairly
linear. A set of additional tests was performed to assess the effects
of light intensity and camera viewing angle on the calibration
obtained with the green light.

We found that it is possible to correct for light source intensity
level by normalizing the data on a signal value taken outside the
active range of the crystals. Figure 5 shows results for illumina-
tion from the green electroluminescent light at a range from 38%
to 100% of nominal light. The figure plots the green component of
transmitted light divided by the green component at 19°C versus
temperature. This temperature, 19°C, is outside the active range
of the crystals and is used to account for the change in light source
intensity. Analysis revealed that we could reduce the light power
to 60% of nominal (from 3.9 V to 3 V) before the results start to
vary by more than 0.2°C, which is within the repeatability of our
system. However, when the voltage level to the light drops below
this value (38%, 2.5 V), the effect is more significant and cannot
be corrected by normalization. At this light level, the signal levels
are too low to be accurately detected. Results of intensity normal-
ization were similar for the direct lighting setup and other light
sources.

The effect of camera viewing angle was measured from
0 deg to 20 deg angles. We found that under remote lighting con-
ditions, the temperature calibration curve is not significantly af-
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Fig. 5 The normalized green signal for a range of green light
intensity levels. The green values are normalized by the green
value at 19°C, which is a temperature outside the active range
of the TLCs.

fected for angles up to 10 deg. Under direct lighting conditions,
the temperature calibration is not significantly affected for angles
up to 15 deg. Beyond those angles, the shift in the calibration
curve is greater than the repeatability of 0.2°C.

Discussion

This work presents the first results for a light transmission
based liquid crystal thermography system that uses a CCD camera
for detection and a polychromatic light source for illumination.
We have shown that light transmission utilizes a larger portion of
the active range of the TLC material than does light reflection. We
are able to use normalization to address nonuniformities in light-
ing conditions and the system can withstand 10—15 deg of mis-
alignment in the camera/light source setup. In addition, the tech-
nique offers possibilities for alternate lighting setups that may be
more convenient for measuring surface temperature. We have
shown that both direct lighting, in which the light is an integral
part of the actual TLC sensor, and indirect lighting, in which the
surface is illuminated from behind, can be used.

We found that the remote lighting conditions resulted in greater
temperature sensitivity than the direct lighting conditions. This is
most likely due to the effects of light scattering. Under remote
lighting conditions, the light spreads before reaching the TLC sur-
face. The greater sensitivity could be due to directional prefer-
ences in the TLC material. However, it is possible to have the
illumination source be part of the temperature sensor, as shown by
the direct lighting configuration. Although the sensitivity de-
creased under this setup from 0.16°C/au to 0.26°C/au, the direct
lighting surface showed less sensitivity to lighting angle.

Figure 4 illustrates that sensitivity increases with TLC layer
thickness. This result is in agreement with the previous spectro-
photometer results [7,8] and suggests that the use of more TLC
material will improve the technique. However, this may lead to
measurement errors if significant temperature gradients exist
across the TLC layer.

The goal of the work presented here was to determine if light
transmission could be used to measure temperature. We made no
effort to optimize the quality of the TLC surface or the sensitivity
of the CCD camera. Using a linear fit to correlate the green signal
with temperature (Fig. 2), we get a resolution of 0.16°C per unit
of green signal. The standard deviation ranges from 1.5 to 4 units
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of green signal, which results in a measurement uncertainty value,
due to calibration alone, from 0.5°C at the lower temperatures to
1.0°C (for 95% confidence). For the direct surface lighting con-
ditions, the results are similar (0.26°C per unit of green signal
with a 1.5-2.5 au standard deviation leading to 0.7°C-1.3°C
uncertainty in temperature).

The next step in the development of an actual sensor is to
improve the sensitivity and decrease the standard deviation to
yield a lower uncertainty in measured temperature. We could im-
prove sensitivity by optimizing the camera to make use of the
entire 8 bits (256 levels) or by using a 12 bit CCD camera, which
will give us much higher resolution (4096 levels). To decrease the
standard deviation, we need to improve the surface quality and
uniformity of the TLC layer. Although the direct surface lighting
conditions yielded less sensitivity to temperature, it had a similar
temperature uncertainty, which is most likely the result of the
better surface quality achieved with an air brush.

The processing of the raw image recorded by the CCD camera
could also be improved. The RGB signal values presented in this
study were averaged over a region of the TLC surface. The use of
more advanced image processing techniques that use pixel by
pixel information may be needed. For example, when we used
normalization to account for the effects of overall light intensity
changes, we used average values and were successful in account-
ing for variations up to 60% of nominal power levels. Using nor-
malization on a pixel by pixel basis, although more complicated,
may help eliminate the variation in TLC material thickness across
the surface.

Conclusion

We have shown that the use of light transmission instead of
light reflection for liquid crystal thermography addresses some of
the issues associated with lighting effects and increases the tem-
perature range over which the liquid crystals can be calibrated. By
normalizing the signal using data from an image taken outside of

014503-4 / Vol. 130, JANUARY 2008

the active range of the TLC material, we are able to collapse data
taken at up to 60% of light source intensity with up to 10—15 deg
of off axis lighting. Finally, we find that for the liquid crystals
studied here (Hallcrest R25C10W), measuring the change in the
amount of green light (~500-560 nm) transmitted through the
TLCs offers the most sensitivity and linearity. We believe that an
integrated light/TLC sensor may offer more flexibility and
complement existing liquid crystal thermography techniques.
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To compare five kinds of different boundary conditions (BCs), an
analytical solution of a steady and one-dimensional problem of
transpiration cooling described by a local thermal nonequilibrium
(LTNE) model is presented in this work. The influence of the five
BCs on temperature field and thermal effectiveness is discussed
using the analytical solution. Two physical criteria, if the analyti-
cal solution of coolant temperature may be higher than hot gas
temperature at steady state and if the variation trend of thermal
effectiveness with coolant mass flow rate at hot surface is reason-
able, are used to estimate the five BCs. Through the discussions, it
is confirmed which BCs at all conditions are usable, which BCs
under certain conditions are usable, and which BCs are thor-
oughly unreasonable. [DOI: 10.1115/1.2780188]

1 Introduction

There are a number of thermal processes in technology taking
place in porous media. Transpiration cooling is a typical example.
With the development of spaceflight and aviation technology, the
transpiration cooling is widely used in various regions, such as
hypersonic vehicle combustors, gas turbine blades, cryogenic lig-
uid rocket engines, and others. A physical sketch of the transpira-
tion cooling is shown in Fig. 1. Fluid coolant is injected into a
porous plate with a mass flow rate of m at a reservoir temperature
of T. to protect the hot surface of the plate from high heat flux.

In most numerical studies of the transpiration cooling, the fol-
lowing two assumptions were used: (1) The fluid coolant is in-
compressible and without phase change within pores. (2) The ther-
mal properties of the fluid coolant and solid matrix are constant.
Under these assumptions, the transpiration cooling can be seen to
be a steady and one-dimensional problem, and it is therefore not
necessary to consider mass and momentum equations. Usually,
there are two models to describe this problem. One is called local
thermal equilibrium model, which is based on another additional
assumption that the fluid coolant and the solid matrix have the
same temperature. The error caused by this assumption was ana-
lyzed by Wang and Wang [1]. The other is called local thermal
nonequilibrium (LTNE) model. The temperature difference and
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NAL OF HEAT TRANSFER. Manuscript received July 25, 2006; final manuscript received
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heat exchange between the fluid coolant and solid matrix is con-
sidered in this model; thus, this is an accurate model. Alazmi and
Vafai [2] presented the LTNE model: solid,

d*T
O=k,,— —h,(T,-T 1
s.e dy2 v( K f) ( )
fluid,
dT, d’T;
mcf_l = kfe 2 + hv(Ts - Tf') (2)

Here, h, is the volumetric heat transfer coefficient, k,=k(1
—¢) is the effective heat conductivity of the solid matrix, and
kpe=gkptky qip is the effective heat conductivity of the fluid cool-
ant. The effective heat conductivity of the coolant consists of ther-
mal diffusion and dispersion. Calmidi and Mahajan [3] indicated
that it is difficult to describe the dispersion with an accurate quan-
tity. However, Wakao et al. [4] and Alazmi and Vafai [2] presented
the following empirical formula to estimate the dispersive effect
of packed beds:

vd
Ky iy = o.5kf< ELE)Pr =0.5me,d, (3)
My

The LTNE model consists of two second-order differential
equations, Egs. (1) and (2). To solve the two equations, four
boundary conditions (BCs) are required. Burch et al. [5] and
Polezhaev and Seliverstov [6] used the following two equations as
cold surface BCs:

y=0 k

s.e

s (-1, @)
y

y= 0 me(Tf— T(‘) = hc(Ts - Tc) (5)

These cold surface BCs are widely received by most investiga-
tors of transpiration cooling. However, up to now, it is not clear
what two BCs might be used at the hot surface to be protected.
There have been five empirical BCs which were used to solve the
LTNE model in various situations. The first three BCs were sum-
marized by Alazmi and Vafai [7]

T, ar
h(Ty=T) =g+ gp=ky =+ kﬂe#
V= H y y
k k
(first) i__2 (second) ik (third) dr_ =
g, l-e q; Kk g, (1-ek,
(6)

Here, h, is the heat transfer coefficient at the hot surface of the
porous plate. This coefficient includes the integral effects of ther-
mal convection, radiation, and coolant injection. The physical
meaning of the three BCs is that the total heat flux at the hot
surface should be partaken by the fluid coolant and the solid ma-
trix in simple manners: according to the ratio of the volume, the
heat conductivity, or effective heat conductivity, of the fluid cool-
ant to the solid matrix.

The fourth BC is an overall energy balance equation, which
means that at steady state, the total heat flux is absorbed by the
coolant only at the hot interface through heat convection. This
heat convection results in an increase of the coolant temperature
from the reservoir temperature up to a hot surface temperature;
contrarily, within the porous plate, the temperatures of the solid
matrix and fluid coolant do not change with time. This BC was
used by Kuznetsov [8], Wolfersdorf [9], and Jiang et al. [10]

aT aT
h(Ty=T) = kyo— + kp,—
(fourth) y=H “dy “ady (7)

hg(Tg - T\) = mcf(Tj_ T(_)
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The fifth BC was presented by Kovenskii and Teplitskii [11].
They deemed that the coolant does not absorb any heat energy at
the hot interface, and the heat exchange between the coolant and
matrix occurs only within the pores,

dT,
hg(Tg - Ts) = ks,e dy
(fifth) y = H' (8)
ar,
kfe = 0
o dy

The BCs mentioned above have been employed to study tran-
spiration cooling problems in different situations, but for the case
of constant hot gas temperature and coolant flow opposite to the
heat flux, which BCs are more suitable and reasonable? To answer
this question, an analytical solution of steady and one-dimensional
problems is presented. Through comparison and analysis of the
analytical solution under the different BCs, it can be confirmed
which BCs at all conditions are usable, which BCs under certain
conditions are usable, and which BCs are thoroughly unreason-
able. The main objective of this work is to provide the investiga-
tors of transpiration cooling problems with a relatively compre-
hensive reference to choose a suitable BC for the LTNE model.

2 Nondimensionalization of Models

Introducing the following dimensionless parameters:

Y = b 6. = I,-T. 6,= ZLT‘
H ° gqHik, ' qHik,
de, _do, .
—2 4 a=L=Bi,(1-6)

dy dy

M= mcfH \= skf e l&
ks,e (1 - S)ks kf,e
h H? h.H h,H

Bi, = — Bi.=—— Bi,=—*— 9)
s,e ks,e ks,e

Here, M is the dimensionless coolant mass flow rate, and Bi,, Bi,,
and Big are the Biot numbers within the pores, at the cold surface,
and at the hot surface of the solid matrix, respectively. Using these
parameters, Egs. (1) and (2) can be written as

2

0
Ty = BL(6,-6) (10)

de, d*6;
M=t =—L 1+ Bi,x(6,~ ) (11)

dy — dy?

At the cold surface of the porous plate, Eqs. (4) and (5) are trans-
formed into

Y=0

do, .
5 = Big, (12)
dy

Y=0 M6,=Bib, (13)

At the hot surface, the corresponding dimensionless BCs are
transformed into

Y=1 (14)
(first) 36,/9Y __ & ky (second) 00t/z9Y= l-¢ (third) 36,9y -
3049Y N(1-g) ke 6,/9Y & d6,/9Y
[

de, d_ez ) At a certain flow rate of coolant mass injection M =5 and a
(fourth) Y =15 dY +A ar Big(1-6,) (15) certain heat conductivity ratio of the solid matrix to the fluid cool-
. ant k=75, the temperature profiles of the fluid coolant and solid
M6,(1) =Bi,[1 - 6,(1)] matrix within the porous plate can be obtained by the first BC and
the analytic solutions (the results are shown in Fig. 2(a)). It is
% =Bi(1-6,) observed that near the cold surface, the coolant temperature is
. dy & ! almost identical with the matrix temperature; in the range from
(fifth) ¥ =1 do (16) Y=0.8 to Y=0.98, the matrix temperature is gently higher than the
;Y? =0 coolant temperature; in the last segment, the coolant temperature

3 Analytic Solutions and Result Discussions

The general analytic solutions of Egs. (10) and (11) have the
following forms:

0, = Cie? + Cref2l + CyelY +

0;=K,C,"" + K,Coe?" + K3C3e"" + C, (17)

with
I, .
Ki=\1-—%k; i=1,2,3
Bi,

Here, k; can be calculated by the Cardano rule [12], and integral
constants, C;i(i=1,2,3,4), are dependent on the corresponding
BCs. Through the analytical solutions obtained at the five BCs,
calculations of the coolant and matrix temperatures can be carried
out, and the rationalities of the BCs can be discussed and ana-
lyzed.
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rises rapidly; at the hot interface, Y'=1, is much higher than the
matrix temperature. This phenomenon can be explained with the
first formula of Eq. (14). The heat conductivity of the solid matrix
is usually much higher than that of the fluid coolant; for example,
the heat conductivity of superalloy is much higher than that of
liquid hydrogen; this fact conduces to a larger temperature gradi-
ent of the coolant compared to that of the matrix at the hot inter-
face. Finally, the coolant temperature exceeds the matrix tempera-
ture. This trend cannot be changed by a variation in coolant mass
flow rate; as demonstrated in Fig. 2(b), at the hot surface, the
coolant temperature is always higher than the matrix temperature,
in the entire range of M from 1 to 80.

Figure 3(a) illustrates the coolant and matrix temperature pro-
files near the hot surface of the plate at a certain flow rate of M
=5 and a certain heat conductivity ratio of the solid matrix to the
fluid coolant k=75 for the second and third BCs. Only in the last
piece of the profiles, the difference between the second and third
BCs can be observed. The coolant temperature of the second BC
near the hot surface rises with a larger gradient and exceeds the
matrix temperature at the hot surface, whereas the coolant and
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Schematic diagram of transpiration cooling problem

Fig. 1

matrix temperatures of the third BC rise with the same velocity.
This phenomenon can be deciphered by the last two BCs in Eq.
(14). For the second BC, the temperature gradient ratio of the fluid
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Fig. 2 (a) Temperature distribution within the plate at M=5 for
the first BC; (b) temperature variation at the hot interface with
coolant mass flow rate for the first BC
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Fig. 3 (a) Temperature profile near the hot surface at M=5 for
the second and third BCs; (b) temperature variation at the hot
interface with coolant mass rate for the second and third BCs

coolant to the solid matrix is dependent on porosity. In this paper,
the porosity is 0.25, the ratio is 3, and the coolant temperature at
the hot surface is therefore slightly higher than the matrix tem-
perature at the hot surface. For the case of the third BC, the
temperature gradient ratio of the coolant to the matrix is 1; thus,
the matrix temperature is always higher than the coolant tempera-
ture.

Figure 3(b) illustrates that at the hot interface, the coolant tem-
perature obtained by the second BC is always higher than the
matrix temperature; contrarily, that by the third BC is always
lower than the matrix temperature; the coolant and matrix tem-
peratures obtained by the second BC are all higher than those by
the third BC. These two trends cannot be changed with the coolant
mass flow rate. The reason is that these BCs describe only dis-
tributive relations of the total heat flux at the hot surface, and the
relations are independent of the coolant mass flow rate; thus, the
variation of the mass flow rate cannot change these trends.

For the fourth BC, at a constant coolant mass flow rate of M
=1 and a certain heat conductivity ratio of the solid matrix to the
fluid coolant k=75, the temperature variation within the porous
plate is shown in Fig. 4(a). Near the hot interface, the coolant
temperature rises with a very large gradient, is then much higher
than the matrix temperature, and even exceeds the hot gas tem-
perature. This is inconsequential from the physical viewpoint. The
coolant absorbs heat energy from the hot gas; it is therefore im-
possible that the coolant temperature exceeds the hot gas tempera-
ture. Which reason causes this error? Let us look at Eq. (15). The
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Fig. 4 (a) Temperature distribution within the plate at M=1 for
the frouth BC; (b) temperature variation at the hot interface
with coolant mass flow rate for the fourth BC

coolant mass flow rate M is used as a variable, the Biot number at
the hot surface is constant, and the matrix temperature at the hot
surface is limited by the first formula of Eq. (15) within 0
<O(1)<1.If M is a very small value, the coolant temperature
6/(1) must be a very large value. Therefore, this inconsequential
result may occur. Figure 4(b) shows the variation trend of the
coolant and matrix temperatures with the mass flow rate M. When
M is less than 5, the coolant temperature is higher than the matrix
temperature, and the temperature difference increases with a de-
crease of the mass flow rate.

At the hot surface, the temperature profiles obtained by the fifth
BC are shown in Fig. 5. The coolant temperature is always lower
than the matrix temperature at all coolant mass flow rates. The
reason is clear: The fifth BC is based on the assumption that the
fluid coolant absorbs heat energy from the solid matrix and only
within the pores; this means that at the hot interface, the coolant
does not absorb any heat energy. Therefore, it is intelligible that
the coolant temperature is always lower than the matrix tempera-
ture.

Transpiration cooling investigation focuses usually on the hot
surface to be protected. Thus, the final temperatures at the hot
surface are noteworthy. Figure 6 shows a comparison between the
hot surface temperatures obtained by the five BCs. The tempera-
tures of the second, third, and fifth BCs are relatively close. At
larger coolant mass flow rates, the temperatures of the fourth BC
are quite close to that of the fifth BC, but are inconsequential at
lower flow rates. The coolant temperatures of the first and second
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Fig. 5 Temperature variation at the hot interface with coolant
mass flow rate for the fifth BC

BCs are higher than the matrix temperature at all coolant mass
flow rates. This result is opposite to the cases of the third and fifth
BCs. In most situations, the coolant and matrix temperatures ob-
tained by the first BC are much higher than those by the other
BCs.

To estimate the integrative effect of the heat exchange between
the coolant and the matrix, another important parameter, thermal
effectiveness, should be introduced. The following formula was
used by Wolfersdorf [8] to describe the thermal effectiveness of
transpiration cooling at the hot surface:

e Tily-n-=T. _ 641)
Ts|y:H‘ - Tc 05(1)

Figure 7 illustrates the thermal effectiveness distributions for
the five cases at the hot surface. The variation trends of the third,
fourth, and fifth BCs are identical; the thermal effectiveness de-
creases with an increase in the coolant mass flow rate. This phe-
nomenon can be explained as follows: The increase in the coolant
mass flow rate, the stay interval of the coolant within the pores
reduces and the heat absorbed from the solid matrix decreases;
therefore, the thermal effectiveness falls. It is noteworthy that with
the increase of the coolant mass flow rate, the thermal effective-
ness of the fourth and fifth BCs is almost consistent. The variation
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Fig. 6 Comparison of temperatures obtained by different BCs
at the hot interface
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trends of the first and second BCs are opposite to the anterior
cases; the thermal effectiveness increases with the coolant mass
flow rate; therefore, this result seems to be unreasonable.

4 Conclusion

Under the conditions of constant hot gas temperature and the
heat flux opposite to the coolant mass flow, an analytical solution
of the LTNE model and a quite comprehensive investigation on
five BCs of the LTNE model have been presented. Although the
analytical solution of the LTNE model is obtained at constant
thermal properties, this solution can be used to discuss the ratio-
nality of the BCs because the variation of the thermal properties
cannot change the trends of temperatures. Through the discussion
and analysis, the following six conclusions can be drawn.

(1) Tt is evident that the different BCs may lead to substantial
differences of the coolant and matrix temperatures at the
hot surface. The coolant temperature obtained by the first
BC is highest, by the fifth BC is lowest, by the first and
second BCs are always higher than the matrix temperature
at all coolant mass flow rates, and by the third and fifth BCs
are always lower than the matrix temperature at all coolant
mass flow rates.

(2) Through the analytical solution of the thermal effective-
ness, it is observed that the first and second BCs will lead
to an increase in the thermal effectiveness with the coolant
mass flow rate. This result seems to be illogical in the in-
vestigation of transpiration cooling problems.

(3) The results calculated by the fifth BC are reasonable at all
situations, but this BC is simplified; the effect of the hot gas
on the coolant at the hot interface is neglected. Therefore,
the coolant temperature of the fifth BC is always lower than
the corresponding true value.

(4) It has to be taken care to use the fourth BC. At lower
coolant mass flow rates, this BC may lead to an inconse-
quential result. However, at larger coolant mass flow rates,
this BC seems to be usable.

(5) The temperature and thermal effectiveness of the third BC
are reasonable at all situations; therefore, the use of the
third BC is secure.

(6) Only for the temperature calculation of the matrix and cool-
ant, without the consideration of the thermal effectiveness,
the results obtained by the second BC are close to that by
the third BC.
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Nomenclature
y,Y = coordinates
H = thickness of solid matrix, m
T = temperature, K
k = thermal conductivity, W/m K
h = interfacial convective coefficient, W/m? K
m = coolant mass flow rate, kg/m? s
h, = volumetric convective coefficient, W/m?> K
d, = characteristic size of porous matrix, m
¢y = coolant specific heat capacity, J/kg K
Bi, = Biot number within pores
Bi, = Biot number at cold surface
Biot number at hot surface
M = dimensionless coolant mass flow rate
Pr = Prandtl number

Greek Symbols
& = porosity
k,N = effective conductivity ratio
6 = dimensionless temperature

Subscripts

= solid

fluid

coolant reservoir
hot gas
dispersion
effective
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A simple method for calculating heat transfer from a rotating disk
to fluids for a wide range of Prandtl numbers using asymptotic
analysis is presented. Nusselt numbers for a heated rotating disk
for different Prandtl numbers is expressed in terms of the
asymptotic Nusselt numbers corresponding to a very small value
of Prandtl numbers and Nusselt numbers corresponding to a very
large value of Prandtl numbers. The proposed model uses a con-
cave downward asymptotic correlation method to develop a robust
compact model. Using the methods discussed by Churchill and
Usagi (1972, “General Expression for the Correlation of Rates of
Transfer and Other Phenomena,” AIChE J., 18(6), pp. 1121—
1128), the fitting parameter in the proposed model can be deter-
mined at Prandtl numbers corresponding to the intersection of the
two asymptotes. [DOI: 10.1115/1.2780185]

Keywords: heat transfer, rotating disk, wide range, Prandtl
numbers, asymptotic model

Introduction

Fluid flow, heat, and mass transfer over a rotating disk are
related to many practical applications such as disk driver, jet or
spray cooling, rotating machinery, spin coating, etc. For example,
heat transfer by convection from a heated rotating disk to the
surrounding fluid is important in the thermal analysis of the rotat-
ing components of different machines, especially for the case of
high temperature fluids. The boundary layer on the disk is laminar
and of uniform thickness at wD?/v<<10°. At wD?*/v>10°, the
flow becomes turbulent near the outer edge and the transition
point moves radially inward as wD?/ v is increased.

First, von Kédrman [1] presented an analytical study of the flow
field induced by the rotation of a large disk in an infinite incom-
pressible fluid under laminar conditions in 1921. He took the pres-
sure to be independent of radial position and presented an integral
solution to the flow field. After the pioneering work of von
Kérman [1], a tremendous amount of the studies can be found in
the literature but only those closely related to the present study are
to be mentioned. Cochran [2] improved the solution numerically.
Hannah [3] gave the exact solution for the laminar forced flow
against an infinite rotating disk. Ostrach and Thornton [4] ex-
tended the results of Refs. [1,2] to include the effect of variable
physical properties for gases with Pr=0.72 for compressible flow
about a rotating isothermal disk.

Wanger [5] studied the laminar heat transfer from an isothermal
rotating disk to ambient air. Using theoretical calculations on the
basis of von Kdrman’s calculation [1] of flow conditions, he found
that 4(v/ ®)*>/k=0.335. Millsap and Pohlhausen [6] gave an ex-
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act solution of the heat transfer problem for the von Kdrman ex-
ample [1] of the laminar flow of a viscous fluid over a rotating
plate in dimensionless form. The solution was explicitly given for
an isothermal plate with viscous dissipation included. They gave
the numerical results for a limited range of Prandtl number from
0.5 to 10. They found that h(v/ ®)*>/k=C for 1 <Pr< 10, where
C increased with Prandtl number. Cobb and Saunders [7] pre-
sented an experimental investigation of the heat transfer for a
range of conditions from entirely laminar flow to conditions when
the outer 80% of the disk area was under turbulence. For laminar
flow, they found that the heat transfer agreed with Wanger’s re-
sults [5] but Millsap and Pohlhausen’s theory [6] gave too low
values. For turbulent flow, they gave some measurements of the
velocity and temperature profiles at 9 in. (0.229 m) radius and
1235 rpm. They made an attempt to deduce the turbulent flow
heat transfer theoretically by assuming a 1/7 power law of tem-
perature distribution, but this attempt gave too low values. This
might be explained by the existence of a laminar region close to
the plate in which, as already found, the temperature dropped less
rapidly than the velocity for Pr=0.72. The temperature boundary
layer appeared to extend a little further from the plate than did the
velocity layer. Kreith et al. [8] applied the analogy between heat,
mass, and momentum transfer to a rotating disk. They measured
experimentally the mass transfer rates from a disk rotating in an
infinite environment under laminar and turbulent conditions. They
related the measured mass transfer rates to the corresponding heat
transfer process by means of an analogy method. The advantage
of using the experimental analog was to eliminate difficulties as-
sociated with accurate measurements of heat transfer coefficients.
They found that h(v/w)®>/k=0.345 for Pr=0.72 under laminar
conditions. Sparrow and Gregg [9] studied the effect of Prandtl
number on heat transfer from an isothermal disk. They removed
the restriction on Prandtl number by obtaining similarity solution
over a wide range of Prandtl number from 0.01 to 100. They
found asymptotic relations between C and Pr at very low and very
high Prandtl numbers as

v 1/2
h(—) /k=0.88447Pr Pr—0 (1)
w
v 1/2
h(—) Jk=0.62048 Pr'®  Pr— o (2)
w

Hartnett [10] studied the heat transfer from a nonisothermal
disk rotating in still air using a power-law radial distribution. He
neglected the radial conduction terms in his work. He found that
h(v/ w)%3/k=C with the constant becoming larger with increasing
the exponent of power-law temperature profile. Hartnett and De-
land [11] reported additional solutions of the energy equation for
the rotating nonisothermal disk or cone with power function sur-
face temperature distribution covering a range of Prandtl number
from 0.1 to 100 and the exponent values of power-law tempera-
ture profile from 0.1 to 10. Mabuchi et al. [12] studied theoreti-
cally the laminar heat transfer from a disk rotating in uniform
forced stream for the fluid of any Prandtl number in the case when
the surface temperature difference was expressed by the quadratic
relation. Sano [13] obtained exact asymptotic expansions for heat
transfer in laminar forced flow against a nonisothermal rotating
disk for large and small Prandtl numbers using a perturbation
method. He assumed that the surface temperature of the disk var-
ies according to a power law with the radial distance. Popiel and
Boguslawski [14] measured the local heat transfer coefficients on
the rotating isothermal disk in still air. From the values of the
local Nusselt number against the rotational Reynolds number, they
found that there were three different regions: laminar, transition,
and turbulent. Oehlbeck and Erian [15] investigated the heat trans-
fer from axisymmetric heat sources at the surface of a rotating
disk under laminar flow conditions for incompressible flow with
constant physical properties. They solved the energy equation in-
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cluding radial conduction numerically assuming that both natural
convection and viscous dissipation effects were negligible. A so-
lution could be obtained for any specified radial surface distribu-
tion of either temperature or heat flux. They presented several
boundary conditions, including two for which an exact solution
exists. They found that the heat transfer coefficients obtained for
an isothermal disk and for the case of a power-law temperature
distribution were in excellent agreement with existing solutions.
Muir et al. [16] studied the problem of laminar heat transfer from
an isothermal rotating disk with mass injection at the wall varying
from zero to a large value. They varied the Prandtl number of the
quiescent fluid over a wide range starting from liquid metal region
(Pr~0.001) to highly viscous fluids (Pr~ 100). Numerical results
showed that for a given finite rate of blowing at the wall, the heat
transfer rate first increased, reaching a maximum value before
falling sharply, as the Prandtl number was increased. Lin and Lin
[17] proposed a new similarity variable for the analysis of laminar
boundary-layer heat transfer from a rotating cone or disk to fluids
of any Prandtl number. They obtained very accurate similarity
solutions for both the isothermal and uniform-flux cases over a
very wide range of Prandtl number from 0.001 to . They found
that dimensionless temperature profiles in this range of Prandtl
number were very similar. They gave a heat transfer correlation
equation of high accuracy for all Prandtl numbers as

12
h(ﬂ) Jk=0.6 Pr/(0.56 + 0.26 Pr'’? + Pr) 23 (3)
w

The maximum error of i(v/w)*>/k predicted by Eq. (3) is less
than 5% for all Prandtl numbers. Wang and Kleinstreuer [18] de-
veloped a powerful similarity solution of the highly nonlinear,
coupled boundary-layer equations for steady laminar mixed con-
vection heat transfer between a rotating cone/disk and power-law
fluids. They were interested in the effects of the power-law vis-
cosity index, a generalized local Prandtl number, the buoyancy
parameter, and the type of thermal wall condition on the velocity
and temperature fields and hence the skin friction coefficient and
the local Nusselt number. They found that the momentum
boundary-layer thickness increased measurably with decreasing
viscosity index, while the thermal boundary-layer thickness was
less affected by changes in the viscosity index. The magnitude and
direction of the buoyancy force influenced the upward velocity
profile near the wall and the temperature profiles significantly. As
a result, the validated computer simulation model could be used to
calculate the velocity and thermal region of influence as a function
of thermal wall condition, power-law viscosity index, fluid Prandtl
numbers, and buoyancy parameter. For all generalized Prandtl
numbers, the heat transfer group (HTG) was consistently lower
for shear-thinning fluids when compared with shear-thickening
fluids. On the other hand, the skin friction group (SFG) was
higher for all Prandtl numbers for pseudoplastics when compared
with dilatant fluids. Both Prandtl number and buoyancy parameter
had a more pronounced effect on SFG than on HTG.

In the present study, a simple method for calculating heat trans-
fer from a rotating disk to fluids for a wide range of Prandtl
numbers using asymptotic analysis is presented.

Proposed Methodology

Figure 1 shows Nusselt numbers for a heated rotating disk for
different Prandtl numbers [19] based on data from Sparrow and
Gregg [9]. There is an asymptotic behavior in Fig. 1. As a result,
heat transfer from a rotating disk to fluids at any Prandtl number
can be predicted using the asymptotic model. In the asymptotic
model, the dependent parameter Nu has two asymptotes. The first
asymptote is Nup,_, that corresponds to a very small value of the
independent parameter Pr. The second asymptote is Nup,_,.., that
corresponds to a very large value of the independent parameter Pr.
For the case of heat transfer from a rotating disk to fluids for a
wide range of Prandtl numbers, the two asymptotes Nup,_,o and
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Fig. 1 Nusselt numbers for a heated rotating disk for different

prandtl numbers [19]

Nup,_., increase with increasing values of Pr, and the solution Nu
is concave downward. This trend is also found in the case of
internal forced and free convection within ducts and channels. In
the present study, the two asymptotes Nup,_,, and Nup,_,.. can be
expressed using Egs. (1) and (2), respectively. Since Nup,_,
<Nup,_,. as Pr—0, so the solution Nu is concave downward, and
the two asymptotes Nup,_,o and Nup,_,.. can be combined in the
following method [20-23]:

1 1 n 1 n|l/n
—- + )
Nu Nup, g Nup, .

Equation (4) can be rearranged as

_ ln[l + (NuPr_,()/NuPr_,x)n]

5
ln(NuerO/Nu) ( )
Using Egs. (1), (2), and (5), we obtain
In[1 + (0.88447 Pr/0.62048 Pr'’3)"]
n= (6)

In(0.88447 Pr/Nu)

The parameter n is a fitting or “blending” parameter whose
value can be determined in a simple method. The effect of the
parameter n in Eq. (6) is only important in the transition region.
The results for small and large values of the independent param-
eter Pr remain unchanged with changing the parameter 7.

To determine a value of n, there are a number of methods as
discussed by Churchill and Usagi [20]. For example, an interme-
diate value of Pr=Pr;, can be selected corresponding or near the
intersection of the two asymptotes for which Nu(Pr,) is known
from analytical, experimental, or numerical methods. At the inter-
section of the two asymptotes, Eq. (6) reduces to

In[2]
n=
1n(0.88447 Pr;,/Nu)

At the intersection of the two asymptotes, Nup,_o=Nup,_.
This leads to Pr;,=0.588. From Fig. 1, at Pry,=0.588, Nu
=0.273. Substituting Pr;,=0.588 and Nu=0.273 into Eq. (7), we
obtain that n=1.077. Using Egs. (1), (2), and (4) with n=1.077,

we obtain
1.07771/1.077
) (8)

™)

1 1 1.077 ( 1
Nu (0.88447 Pr) "1 0.62048 pr'”

Results and Discussion

Figure 2 shows Nusselt numbers for a heated rotating disk for
different Prandtl numbers using the asymptotic model, Eq. (8), as
well as the two asymptotes Nup, o and Nup,_ .., represented by
Eqgs. (1) and (2), respectively. Table 1 shows data comparison for
an isothermal disk using the asymptotic model, Eq. (8), and dif-
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Fig. 2 Nusselt numbers for a heated rotating disk for different
prandtl numbers using the asymptotic model
Table 1 Data comparison for an isothermal disk
Pr
h(v/ @)1k 0.001 0.01 0.1 0.72 1 10 100 1000
Present work 0.0008761 0.0084256  0.070308  0.31190  0.38273  1.1927  2.8147 6.177
Sparrow and Gregg [9] 0.0008845"  0.0087051  0.076581 0.39625  1.1341  2.6871  6.205"
Wanger [5] 0.335
Millsap and Pohlhausen [6] 0.28"
Kreith et al. [8] 0.34
Hartnett [10] 0.330
Hartnett and Deland [11] 0.0766 0.330 0.396 1.13 2.69
Mabuchi et al. [12] 0.00871 0.0767 0.3963 1.134 2.687
Sano [13] 0.00872 0.0743 0.4447 1.161 2.704
Popiel and Boguslawski [14] 0.33
Oehlbeck and Erian [15] 0.00152 0.00870 0.0763 0.341 0.394 1.131 2.684 6.002
Muir et al. [16]° 0.0087051  0.076581 0.39625  1.1341  2.6871
Lin and Lin [17] 0.00088541  0.0087078  0.076590  0.32857  0.39626  1.1341  2.6872  6.0163
Wang and Kleinstreuer [18] 0.008718 0.07667 0.3286 0.3962 1.1335  2.6885  6.0097
“These values are based on asymptotic solutions and are not exact.
"This value is due to the use of ¢, in Prinstead of c,.
“These values are computed for the case with no surface mass transfer.
ferent sets of data. From Table 1, it can shown that the maximum  Nomenclature
relative error between h(v/ )%/ k predicted by the present model C = constant
using Eq. (8) and Sparrow and Gregg [9] data is 8.19% at Pr D = disk diameter, m
=0.1. The data points in Table 1 can be represented, as shown in h = heat transfer coefficient. W/m2 K
Fig. 3. From Fig. 3, it is clearly apparent that the data points align k = fluid thermal conductivity, W/m K
well. n = fitting parameter
Nu = Nusselt number=A(v/w)?>/k
Summary and Conclusions Pr = Prandtl number
In the present _study,_a simple _method for c_alculatmg heat trans- G reek Symbols
fer from a rotating disk to fluids for a wide range of Prandtl — 1 P . 2
. . oo v = kinematic viscosity, m~/s
numbers using asymptotic analysis is presented. The method of o .
. . . o = disk angular velocity, rad/s
combining asymptotes is based on the work of Churchill and
Usagi [20]. The approximate solution of combining asymptotes is ~ Subscripts
concave downward. A method of calculating the fitting or blend- 0 = corresponding to very small value
ing parameter at Prandtl numbers corresponding to the intersec- o = corresponding to very large value
tion of the two asymptotes was presented. The approximate solu- int = intermediate value
tion for this problem was shown to be very accurate for a wide
range %fSPrandtl pumbers. The maximum relatlvle error between References
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In the paper “Pressure Drop During Refrigerant Condensation
Inside Horizontal Smooth, Helical Microfin, and Herringbone Mi-
crofin Tubes” (Olivier, J. A., Liebenberg, L., Kedzierski, M. A.,
and Meyer, J. P,, 2004, J. Heat Transfer, 126(5), pp. 687-696),
there are some errors in equations. The errors will be summarized
first. After that, a general expression for the liquid-only friction
factor fi, will be presented because the general form presented in
this paper, Eq. (16), is not valid for helical microfin tubes.

Equation (4) for the momentum pressure drop Ap,, must be
written as follows:

s (1-x)? x_2:| _[(l—x)z x_z]}
Apm_G {|:PL(1_8)+pV8 out pL(1—8)+Pv8 in (4)

The error in Eq. (4) is clearly a typographical error considering
that the exponent a is not in the Nomenclature and the parameter
a is not used elsewhere in the manuscript. In addition, the model
will faithfully predict the measurements given in the original pa-
per once all of the other corrections have been incorporated.

In Eq. (7), for the definition of the Froude rate, it is better to use
the subscript V not v for vapor to use a consistent style of writing
the parameters in the whole paper

12
] (7)

G2X3
Fr=| ————
(1-x)pygD;
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The line after Eq. (9) must be written as “with the two-phase
multiplier being that of Souza et al. [16].” Reference [16] is
Souza, A. L., Chato, J. C., Wattelet, J. P., and Christoffersen, B.
R., 1993, “Pressure Drop During Two-Phase Flow of Pure Refrig-
erants and Refrigerant-Oil Mixtures in Horizontal Smooth Tubes,”
ASME Heat Transfer With Alternate Refrigerants, HTD, 243, pp.
35-41.

Equation (10) is applicable only for the range Fr; >0.7, where
the Froude number is defined as

G2
Fr,=—5——
ngDi

Equation (12) for helical microfin tubes must be written as fol-
lows:

oo D\ AN 075
SfLo=0.046Re Ee A_n (sec B)™ (12)
where
A dent
—=1- 28—” (13)
A, wD; cos B

Equation (14) for herringbone microfin tubes must be written as
follows:

DN/ A \05
fLO=0.046ReZO'2<D—’) (A—) (2sec B~ (14)
where
A 2ent
= 15
A, 71-Dl-2 cos B (15)

The general form of Eq. (16) is not valid for helical microfin
tubes because the term ent is multiplied by 1 in Eq. (16), while the
term ent is multiplied by 4 in Egs. (12) and (13).

Based on Egs. (12)—(15), the following general form for helical
microfin tubes and for herringbone microfin tubes is presented as

D\ 4ent 05
= 0.046Re‘°-2<—’) (1 - —) X sec B)"
fio L \p, mD7X cos B ( A)
For helical microfin tubes,
X=1
Y=0.75
For herringbone microfin tubes,
X=2
Y=1.1

The term 4/X in the general form for helical microfin tubes and
for herringbone microfin tubes can be written in different ways,
such as 237X, 6-2X, or 3!1-2%.
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